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FOREWORD

Fisheries Statistics forms a part of the curricula
of the different courses conducted by the Central Insti-
tute of Fisheries Education, Bombay. The students enroll-
ing for these courses are generally graduates in biology/
zoology/fisheries with mathematics upto matric level.
Because of weak mathematical base they find it difficult
to comprehend the statistics books which generally cater
to a mixed target group, Moreover, the examples and app-
lications contained in these books do not usually fulfil
the needs of fisheries students. To overcome these lacu-
nae, Prof. R.S.Biradar, Scientist of this Institute has
written a manual on 'Fisheries Statistics' in simple §
systematic manner to meet the requirements and expecta-
tions of the students of fishery science. I am sure the
manual would also serve as an useful handbook to research

workers.

Director







PREFACE

This manual on 'Fisheries Statistics' is an outgrowth
of my class room lectures delivered to the postgraduate
students of fisheries sciences at CIFE, Bombay during the
last five years. I may add that there is no intention or
will to call this manual a text book. The primary object-
ive of writing this manual is to provide a companion to
the students of two year postgraduate Diploma in Fisheries
Science and M.Sc. (Fisheries Management) courses of the
Institute matching the syllabus relating to statistical
techniques as applied in fisheries.

In this manual, the emphasis is on applications of
statistical methods through examples drawn from the field
of fisheries and as far as possible mathematical deriva-

tions have been avoided,

In the preparation of this manual many standard texts
and journals have been consulted. However, in the biblio-
graphy selected references only have been included to en-
able the students to refer to them wherever detailed exp-

lanations are felt necessary.

It is a pleasure to menton that the idea of prepar-
ing this manual was mooted by Dr.S.N.Dwivedi, former
Director of CIFE, Bombay, whose guidance and encouragement



made the manual possible, It was during his tenure,a pre-
liminary version of the manual was brought out. I express
my sincere gratitude to Prof.Y.Sreekrishna, Director,CIFE,
Bombay for his encouragement and keen interest in bring-
ing out this manual in a printed form. I am grateful to
Dr.S.S.Pillai, Jo_int Director, IASRI and Dr.A.Dey, Senior
Scientist, IASRI, New Delhi and Prof. K.K.Ghosh, Senior
Scientist of the Institute for their critical scrutiny §
suggesting improvements to the manual. I am thankful to
Dr.M.Devaraj, Senior Scientist of the Institute for his
valuable suggestions. I thank my colleague Mrs.R.Tewari,
for her untiring efforts in bringing out this manual in
the present form. Mrs.S.S.Gajbhiye and Mr.M.J,Shahakar
have rendered valuable help in secretarial work and

Mr.A .Sadanandan and Mr.D.R.Khogare in preparation of gra-
phs, figures and art work for the cover page which I sin-
cerely acknowledge.

While every effort has been made to make the manual
useful and error free, any omissions or mistakes that
‘'may have crept into the manual if pointed out, would be
welcome and appreciated,

R.S.BIRADAR



Chapter 1
DEFINITION AND SCOPE OF FISHERIES STATISTICS
Definition of statistics and fisheries statistics

The term ‘statistics' has different meanings depending upon its usage
a plural or a singular noun. When used in the plural context it
stands for numerical facts and figures. For instance consider the
following statements. :

The marine and inland fish production in the country during 1979 was
1.5 and 0.B5 million tonnes respectively. Kerala topped the marine
fish production with 3.30 lakh tonnes, while West Bengal topped the
inland fish production with . 232 lakh tonnes. These are ‘Statistics'
relating to fish production in the country. The use of the word statistics
to signify numerical facts and figures is not very exact. The proper
word to indicate numerical facts and figures is 'data'

When the .word statistics is used as a singular noun it stands for the
'Science of Statistics' or for ‘'Statistical methods'. There are many
definitions for the science of statistics. One of these definitions is
‘Statistics is the science of collection, presentation, analysis and inter-
pretation of numerical facts'.

Biometry is the science of statistics as applied to quantitative study
of the biological phenomena. Fisheries statistics refates to the branch
of biometry applied to the study of fish and fisheries as well as to
the study of socio-economic aspects of fisheries as a resource wealth
utilised by man for avocation and food. It also encompasses fisheries
data.

Scope of fisheries statistics u?g\ea} M%-’%&ﬂ o N
‘\’ MA'; "

The scope of fisheries statistics can broadly be classified in to the

following areas :

Fwentory of potential resources

Estimation of total water area available for exploitation, area actually
exploited, manpower employed in fishing and allied activities, the type
of craft and gear employed for fishing etc.
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Production

Estimation of inland and marine fish landings disaggregated according
to mechanised and non-mechanised crafts, species, sizes etc. It also
encompasses all forms of biotic productions from aquatic resources
such as sea weeds, frogs etc.

Fish :tod(-sesment

Growth of fish populations, their size (length or weight) and age struc-
ture, natality, recruitment and mortality, estimation of stock, optimum
yield etc.

Morphometric and meristic analysis

Measurement of various body proportions such as total length, standard
length, fork iength, head length etc, for the purpose of statistical
comparision with similar measurements for a sub species or a closely
related species and establishing the levels of significance at which
differences occur. In other words it serves the purpose of establishing
the variations and relationships between different quantitative morpho-
logical characters of two or more closely related species.

Counts of spines and rays of fins, scales, vertebrae etc., constitute
meristic characteristics of fish. These characteristics form one of
the important taxonomic tools for differentiating closely related species.

Designing experiments for quantitative inferences

Designing field and laboratory experiments to quantify various biotic
and abiotic phenomena in aguatic environment and interpret casual
relationships in quantitative terms of these variables on fish behaviour,
growth, production, survival, spawning, etc.

Quality control

Checking the quality of frozen fish and fish products using statistical
quality control techniques.
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Market research

Estimation of cost of production, price and price spread, estimation
of supply and demand, consumption and distribution pattern, income,
its distribution, investment and returns etc.

Genetic studies

Study of the various fish characters as regards to their heritable and
non-hetritable properties and patterns in different generations, efficiency
of different selection procedures for improving fish stocks etc.

The need for fisheries statistics

Statistical methods are needed for collection, compilation and interpreta-
tion of data required for planning, development and management of the
fishery sector.

Statistical methods are required to analyse and interpret the biological
phenomena characterising fishery science.

Statistical methods are helpful in estimating the size of available fishery
resources and the proper level at which to maintain stocks in order

to obtain optimum yields./

Sources of fisheries data

Handbook on fisheries statistics

National fisheries data are periodically released by Government of India,
fFisheries Division, Ministry of Agricuiture and Cooperation as en official
document for Central Board of fisheries meeting. The latest is handbook
on 'Fisheries statistics’. It contains information on production, exports,
fishing harbouts, training in fisheries, outlays and expenditure, prices,
fishing resources and other aspects of fisheries.
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Statistics of marine products exports

It is published annually by the Marine Products Expart Development
Authority, Cochin. It contains information on country-wise exports,
region-wise exports, item-wise exports, average unit value, world markets,
prices, marine fish landings etc.

Marine fisheries information service
(Technical and Extension series)

It is published by the Central Marine fisheries Research Institute, Cochin.
It contains information on marine and brackish water fisherv resources
and allied data.

Yearbook of fishery statistics

It is published annually by the food and Agricultural Organisation (FAOQ)
of the United Nations. It contains data on world catches, production
of preserved and processed fishery commodities, estimated total inter-
national trade, imports, exports etc.



21

Chapter 2

SOME BASIC CONCEPTS AND COLLECTION OF DATA

Population or Universe

It is defined as the collection or an aggregate of all possible vak‘s
(measurements or counts) of a particular characteristic for a specified
group of individuals or the individuals themselves from which these
values are obtained. For example,

i) Population of fish weights of all fishes in a pond.
i) Populatiort of income of fishermen families in a state.
iii) Population of fish lengths in a sea.

A population can be finite or infinite. It is said to be finite if it contains
finite number of individuals or units, Examples (i) and (ii) given above
refer to finite populations.

A population of unlimited or very large measurable number of individuals
is called infinite population. Example (iii) given above refers to infinite

population.

The number of individuals or observations in a population is called
population size and is usually denoted by 'N'.

Sample

A group of individuals or units that is chosen from a population is
called a sample.

A group of (say 60) fishes selected from & pond to study their lengths
is an example of a sample.



The number of individuals or observations in a sample is called the
sample size and is generally denoted by 'n'.

Sampling frame

It is a list, map or other specification of units which constitute available
information regarding the population. It forms the basis for drawning
samples.

Random sample

The type of sample of importance and meaning in #tatistics is the
'random sample'. A random sampling is a method of sFmpling in  which
each individual in a population has a pre-assigned \chance of being
included in a sample. Generally, units are drawn one Joy one from the
population. If the chance of selecting any unit at any w is the same
then the sampling is called si.mple random samplin en the sample
is so selected every possible sample has the samé chance of being
drawn. Simple random sample can be obtained either by using the 'lottery
method' or by the 'use of random number tables'.

Lottery method

In this method, first number the individuals (units) of the population.
Then write these numbers on identical chits and fold them so that
the numbers are not visible. Then place these chits in a box. Shake
the box thoroughly and draw chits one by one till the number of chits

-drawn equals the sample size. Note down the numbers of these chits.

The individuals with these numbers form a sample.
Use of random um"t

Prepared tables of random numbers (Table XXX Ill, statistical Tables
by Fisher and Yates, 1963) are available for drawing a simple random
sample. These tables consist of series of digits from 1 to 9 which
appear independent of each other and appear approximately equal
number of times.
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As a first step,units of the population are numbered from say 1toN.

From random number tables, select a number beTween | to N and
include the unit bearing this number in the sample. Continue this proce-
dure till the number of units included in the sample equals the sample
size. In this procedure numbers larger than N are not considered. To
avoid rejection of such numbers, modified procedures are adopted.
One such procedure called 'remainder approach' is described below :

Remainder approach \

If N is a 'd'" digited numt:er. determine first the highest 'd' digited
multiple of N, let this be N Then a random number r is selected from
1 to N‘, Divide this selected number r by N and find out the remainder.
A unit with serial number equal to this remainder is selected. if the
remainder is zero, the Jast unit (N) is selected. The procedure can
best be illustrated with the following example :

it N = 20, the highest 2 digited muitipie of 20 is 80. Then select a
random number from 1 to 80. Let this number be 72. Division of this
number by 20 gives a remainder of 12, Hence, the unit with serial
number 12 is included in the sample. Select another number from 1 to
80 and repeat the procedure, till the number of units selected equals
the sample size.

Sampling with and without replacement

There are two types of random sampling procedures viz : sampling
'with replacement' and sampling 'without replacement'. In samphing with
replacement, the units drawn are replaced back before the next draw
is made. If a table of random numbers is employed, the number drawn
previously is considered in the subsequent draws also. In this procedure,
the same unit can enter the sample more than once. in sampling without
replacement, the unit once selected at any draw is not replaced back,
so that the same unit cannot enter the sample more than once. If a
table of random numbers is employed for drawing a random sample,
the number that has been drawn previously, is ignored in the subsequent
draws. If a sample of size n has to be drawn from a population of
size N, then there will be N possible samples in the case of sampling
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with replacement and NCn samples in the case of sampling without
replacement.

Qualitative and Quantitative characters

The individuals or wunits of a population have some characteristics.
These characteristics may or may not be numerically measurable. A
characteristic which is numerically measurable is called 'quantitative'
character, whereas, the characteristic which is not numerically measurable
but is distinguished based on some quality or, attribute is known as
'qualitative' character. Length of fish, weight of fish, number of fish
discarded are some of the examples of quantitative character. Sex,
type of fishing boat, etc., are instances of qualitative character.

Constant, variable and attribute

If a characteristic remains the same for all individuals in a population
it is caliled a constant.

A quantitative characteristic which varies from individual to individual
is called a 'variable', where as, a qualitative characteristic which varies
from individual to individual is called an 'attribute'.

Continuous and discrete variables

A variable which can take any value in a certain range including
fractions is called 'continuous variable'. Length of fish, weight of fish
etc., are examples of continuous variable.

A variable which takes only specific values in a certain range is called
‘discrete variable'. Number of fish discarded, number of fin rays, number
of vertebrae etc., are examples of discrete variable.

L’\/Cdlu:ua\ddd.a

There are two sources of collecting data-primary source and secondary
source. The data collected through direct personal investigation are
said to have been collected from a primary source, and such data



are referred to as 'primary data'. The data collected from published
or unpublished source are said to have been collected from a secondary
source, and such data are called 'secondary data'. There are two methods
of collecting data.

i) Census or complete enumeration and
ii) sample survey.
Census or complete enumeration method

In this method the required data are collected on all the individuals
or units of the population. In order to study certain characteristics
of a population, it is always advisible to measure all the individuals
of the population, in which case, census enumeration is adopted. for
example, in 1980 the Central Marine Fisheries Research Institute, Cochin,
conducted an all India census of marine fishermen, craft and gear
to bring out an inventory of fishing resources available in the country.

Sample survey method

In this method, the required data are collected on some individuals
or units selected from the population. When the population is large,
most of the investigations are carried out by this method and the results

are generalised for the whole population.

Sample survey is the only logical alternative to census enumeration
in the following situations :

i) While dealing with infinite populations. For example, to study
the characteristics of a fish population in a sea, it is not possible
to collect and measure all the fish from sea and have to be
satisfied with a sample.

i) If study requires destroying of units of individuals of the population.

fFor instance, in " estimation of ‘facundity’, finding ‘biochemical
composition' of fish etc., sampling is the only alternative.
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Advantages and disadvantages of complete enumeration

Advantages

i) It provides a statistical frame to other census and surveys.

i) Complete enumeration is better when information required is
greater from smaller areas.

iii) Census enumerations are quite often used as the basis for improv-
ing current statistics. )

Disadvantages

In the case of infinite populations, census enumeration is not practically
| . . '\ e —
possible. Census enumeration is costly and requires more time and labour.

“Targe scale census enumerations lead to non sampling errors, which

are difficult to detect.

Advantages and disadvantages of sample surveys

Advaniages

i)

i)

iii)

iv)

Reduced cost : Sample surveys are less expensive and hence
more studies can be carried out with fixed amount of resources
like money and labour.

Greater speed : Sample surveys supply results quickly.

Greater scope : It is possible to have an intensive study in sample
surveys. This is because a small sample may be thoroughly investi-
gated whereas, for a large population, this may be impossible
or too costly.

Greater operational facility : In sample surveys there is greater
operational facility as compared to complete enumeration
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v) The only altermnative : It obtains data that is not possible other-
wise, for instance, in the case of infinite population and aiso
where the study requires destruction ot units of the population.

vi) Scientific : It provides an estimate of sampling error which
is useful in ascertaining the reliability of results.

Disadvantages

Breakdown of information for smaller areas or at sub-stratum level
may not be possible in the case of sample surveys.
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Chapter 3

PRESENTATION OF DATA

Introduction

Once data are collected, the first objective should be to summarise
and present them in a form which high lights their main characteristics.
(:fables, diagrams and graphs are important forms of presentation of
statistical data.

Classification and tabular presentation of data

In tabular presentation, observations are classified systematically in
to different groups or classes on the basis of some common characteristic
and are arranged in rows and columns of a table.}Characteristic used
as a basis for classification can be qualitative or quantitative.| For
example, in qualitative classification, fish may be classified as “male
or female. Fishing units may be classified as trawlers, gill netters, dol-
netters etc. Fisherman population' may be classified based on geographical
considerations say according to the districts or states to which they
belong. The quantitative classification is based on some measurable
characteristic. fFor example, fish may be classified according to their
length, weight etc. An important form of quantitative classification is
'frequency distribution' table.)

Frequency distribution table

It consists of dividing the range of observations in to interyals (usually R
of- equal size) ad noting  of theé number of observations falling into”
each interval (called frequency) and presenting it in a tabular form.
The .data presented in the form of a frequency distribition table is
called 'grouped data'.

‘lomtwl_qqy

The terms which are commonly used in formation of a frequency distri-
bution table are explained below :
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Class interval and class limits

A symbol defining a class 529 is called a class ‘interval. The
end-numbers 5 and 9 are called class limits, the smaller number
5 is called the lower class limit and the larger number 9 is called
the upper class limit. The terms class and class interval are
often used interchangeably.

Inclusive and exclusive class intervals
]

The class interval- for instance 5-9 will be called inclusive class
interval if it includes all the values from 5 to 9 including the
lower limit 5 and the upper kmit 9. On the other hand, it will
be called exclusive class interval if it does not include the upper
limit 9. The given data can be classified either using inciusive
or exclusive class intervals.

Class boundaries or true class limits

If the lengths of fish are -recorded to the nearest-centimetre,
the class interval 5-9 theoretically includes all measurements
from 4.5 to 9.5 cm. These numbers indicated by exact numbers
4.5 and 9.5 are called 'class boundaries' or ‘true class limits',
The smaller number 4.5 is the lower class boundary and the
larger number 9.5 is the upper class boundary. In the case of
inclusive class intervals when the interval is in integers, class
boundaries are obtained by substracting 0.5 from the lower
class limit and adding 0.5 to the upper cilass limit. In generai,
the class boundaries are obtained by adding the upper limit
of one class interval to the lower limit of the next higher class
interval and dividing by 2. In the case of exclusive class intervals

class limits coincide with class boundaries. T —
R ——

o

The size or width of class interval

It is the difference between the lower and upper class boundaries.
In the case of equal class intervals it is the difference between
the two successive lower class limits or two successive upper

ciass limits.
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Class mark or class mid point

The class mark is the mid point of the class interval and is
obtained by adding the lower and upper class limits anc; smdmg
by 2. Thus the class mark of the interval 5-9 s —2— g Ta
The class mark is also called class mid point.

General rules to be followed while forming a frequency distribution

table

2

3.

The number of class intervais should ordinarily be between 5
and 20 though there is no hard and fast rule in this respect*.
It it exceeds 20 the computation becomes tedious and if it
is less than 5, a great amount of accuracy is lost.

Class intervals should be ciearly defined.
Open end class intervals should not be used.

As tar as possible class intervals ol equal size (width) should
be used for the sake of ease of computations.

It is convenient to make the mid point of a class interval a
whole number, i.e. an integer.

Steps in the formation of fr;cpancy distribution table.

The following steps have to be followed while forming a frequency
distribution table

s

*Sturges empirical formula for determining number of classes is

k.= 1+ 3322 log N

Where k is the number of classes and N is the total number of observa-
tions. This formule takes in to account only the number of obseérvations
and not the spread of the variable under study. Hence this formula
is not very satisfactory.
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1. Determine the largest and he smallest numyers in the given
data and then find the range by substracting the smallest ~umber
from the largest number. ° s

2 Divide the range into a convenient number of class intervals

having the same size.

3. Determine the number of observations falling into each class
interval, i.. find the frequency. This is done by using tally
marks.

Example 1

The lengths (in cm.) of 30 randomly selected fish are given below :
L .

1%, 25, 17, 20, 35 38, 40, 25 32, 3
21, 27, 16 (D 19, 22, (& 30, 26, 29
21, 3, 31, 35, 4, 26, 26, 34, 19, 20

Arrange the observations into a frequency distribution table.

Answer

Here the smallest observation is 11 and the largest is 49. Hence, the
range is 38. If we take class mtervals of width 5, there will be 8
class “intervals whlch is in actordance with the tules to be followed
in the formation " of frequency tnbles.\ We have to take class intervals
in such~a way that the first class interval includes the smallest observa-
tion and the last class interval includes the largest observation.

Class interval Tally F requency
(length in cm) marks (number of fish)
1G-14 il 2
15-19 I 4
20-24 m 4
25-29 Jlg 8

Table contd.
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) ‘Chs interval Tally f requency
(length in cm) marks (number of fish)
30-34 AHT 5
35-39 1 4
40-44 Il 2
45-49 | 1
TOTAL 30

33

Relative frequency distribution

The relative frequency distribution is formed by dividing the frequencies
in each class of a frequency distribution table by the total number
of observations. If the relative frequencies of each class are expressed
in percentages by muitiplying by 100, the resuiting distribution is called
percentage frequency distribution. The relative frequency distribution
or percentage frequency distribution is especially useful in comparing
two or more sets of data having different number of observations
(total frequency).

Diagrams and graphs

In addition to frequency distribution tables, diagrams and graphs are
also commonly used in the presentation of data. Well designed diagrams
and graphs make the unweildy data readily in__teiliggble and bring to
Jlight the outstanding features of data at a glance. Diagrams and graphs
are easily understood by a common man and the impression created
by them is long lasting. They also make comparismm
and relatimmmy. Graphs are also useful in Iucatig some

* ry A——~
statistical measures like median, quartiles and other partition values.
Inspite of these advantages, it must be noted that diagrams and graphs
are merely visual a&ids and can only supplement and not  replace
tables or the original data. Most commonly used diagrams and graphs
are discussed below :
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It consists of lines or bars of equal width with
to the value of the variable or character under study. Bars may be
drawn either horizontally or vertically. These bars are simple to draw
and are very effective for comparing the magnitude of different values.

Simple bar diagram

Example 2

The 1ollowing~data represent the total fish production in the country
from 1975 to 1979. Represent the data by bar diagram.

Year 1975 1976 1977 1978 1979

Fish procuction
(lakh tonnes) 22.66 21.74 23.12 23.06 23.43

Answer

24

Ll

~
w
T

~
~N
T

Fish production
i~

~
o

o
~

1875 1976 1977 1978 1979
Year

Fig 1. Bar diagram.



18

3A.2 Component or subdivided bar diagram

If the variable or character under study has two or more component
parts, then the component bar diagram is used, As in the case of simple
bar diagram, the bars of equal width with length proportional to the
total value of the variable are drawn with a convenient scale. Then
these bars are subdivided into component parts and are marked in
different colours to distinguish the components from one another. This
diagram is more useful when one wants to compare the size and also
the relation between each component and the total.

3.A3  Multiple bar diagram

When there are two or more different comparable sets of closely related
variables or characters, multiple bar diagram is used. The diagram consists
of muitiple bars drawn contiguous to one another representing the
component parts and then marked in different colours to distinguish
the components.

Example 3
The data on marine and inland fish cateh (in lakh tons) from 1976

to 1979 are given below. Draw (i) component bar diagram and (ii) multi-
ple bar diagram.

Year 1976 1977 1978 1979

Marine 13.75 14.48 14.90 14.95
Inland 7.99 B.64 8.16 8.48
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Pie diagram (Pie chart)

This diagram is used to portray relationa among component parts of
the total. it is drawn by dividing a circie into different sectors with
areas proportional to the magnitude (frequency) of the respective compo-
nents. Since the complete angle at the centre of the circle is 360°,
the angle of degrees required for different components is worked out
by the following formula :

360 x_magnitude of the component
Total

The circle is divided into sectors based on angles of degrees of respec-
tive components, using the protractor.

Example 4

The following data show the areas in million square miles of the oceans
of the world. Represent the data by Pie diagram.

Ocean Pacific Atlantic Indian Antarctic Arctic Total
Area
(Million sq.miles)  70.8 41.2 28.5 7.6 4.8 152.9

) Answer

To construct a Pie diagram we use the fact that the total 152.9 million
sq.miles corresponds to the total number of degrees, i.e., 360°% Thus
the angle of degrees required for the different oceans are,

Ocean Angles

1) Pacific : 360
e = 166.7
T
2) Atlantic H 360 x'AES o 97.0

152.9
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, — Angles
3) Indian : 1;62'?9 x 285 = s 67.1
4) Antarctic : 1;;09 % Y 5 17.9
5) Arctic : 1;2?9 48 . 113

360.0

Fig. 3. Pie diagram.



22

The following types of graphs are used in representing frequency distri-
butions.

Histogram ¢

The histogram consists of wertical rectangles adjacent to each other.
The area of each rectangle represents the frequencies of the correspono="—
ing class interval. In drawing the histogram first mark off along the
x_ - axis_all the class intervals and then taking these class intervals
as the bases draw rectangles with their heights proportional to the
frequency of the respective class interval. The resulting figure is called
a "histogram" relating to the data of class intervals of equal width.

If the class intervals are of unequal width, the rectangles are drawn
with heights proportional to the frequency density (ratio. of class fre-
quency to class width) so that the area is proportional to the class
frequency.

[i_?_ the frequency distribution has inclusive class intervals, first convert
them into exclusive type and then draw the histogram.

Frequency polygon ¢

Frequency polygon is drawn by plotting class frequencie i id
Jvalues of the respective class intervals and then joining these plotted
points by small straight lines. Some times the polygon is left open
at each end but usually it is closed by drawing a straight line from
each end down to the horizontal axis (X - axis). The points on the
horizontal axis that are chosen for closing the polygon are the mid
points of the first class interval on either end of the distribution which
has zero frequency. If the class intervals are of unequal width, it is
obtained by plotting the frequency density against the class mid values.

Alternatively, frequency polygon can be obtained by joining the mid
points of the upper sides of the adjacent rectangles in the “histogram,
by small straight lines.

s
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Frequency curve «
Frequency curve is drawn by plotting ciass frequency against the mid
values of the respective class intervals and then joining® fhese points
by a smooth curve. When the class intervals are of ¥nequal width,
it is obtained by plotting the frequency density against the class mid
values. Frequency polygon approaches the frequency cufve when the
number of observation (total frequency) is large and smaller class inter~
vals are used.

Alternatively, frequency curve can also be formed by drawing a smooth
curve through the mid points of the upper sides of the adjacent rect-
angles of the histogram.

Frequency curves are widely used for comparison purposes, for nnaly_sinq
different statistical theories etc.

Frequency polygon as well as frequency curves can alsa be constructed
using percentages of frequencies of each class to the total frequency
instead of the frequencies in each class. These percentages of frequencies
are plotted against the mid points of the class intervals taking the
former on the Y - axis and the latter on the X - axis. This type of
presentation is more useful in comparing two or more sets of data
having different total frequencies.

Example 5

Draw (i) Histogram, (ii) Frequency polygon and (iii) Frequency curve
for the following data.

Length of fish (mm)

5-15 15-25 25-35 35-45 45-55

Numbers 9 2] 40 22 8
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Ogive curves (

The graph of w is known as_ogive.
Class boundaries are taken on X - axis. At each class boundary, the
corresponding cumulative frequency is marked and these points are
joined by a smooth curve. There are two types ogive curves for each
frequency distribution : (a) less than type ogive and (b) more than type
ogive. The 'less than' type is obtained by piotting the less than cumulative
frequencies against the upper é&lass boundaries while the other type
is obtained by plotting the more than cumulative frequencies against
the lower class boundaries. The curve helps to find out how many
items lie below & certain value of the variable or above it. Median,
quartile and other partition values of data can also be determined

using ogive curve.
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Draw ogives of the less than type and the more than type for the
data on fish length given in example 5 above.

Answer

First prepare a cumulative frequency table of less than type and more
than type. For the given data the following cumulative frequency table

is obtained :

Class interval Frequency Cumulative frequency

(length cm) less then  more than
5-15 9 9 . 100 - \\ -
15-25 21 30 2 91 - T -
25-35 40 70 70 ;:
35-45 22 92 W, (
45-55 8 100 8 s
Total 100 N ey * Y

Now to get an ogive

of less than type, plot the less than cumulative

frequencies against the upper class boundaries, taking the class boundaries
on X - axis and the cumulative frequencies on the Y -~ axis and join
these points by a smooth curve. To get an ogive of more than type,
plot the more than cumulative frequencies against the lower ciass
boundaries, taking the class boundaries on the X - axis and the cumule-
tive frequencies on the Y - axis and join these points by a smooth
curve. From the point of intersection of the two ogives, a perpendicular
udnwntothox-uis.Thepm\vhemmpomm
the X - axis is the median.
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Chapter 4

MEASURES OF CENTRAL TENDENCY, DISPERSION,
SKEWNESS AND KURTOSIS

a1 Introduction

Tabular presentation of data is useful in condensing large nuinber of
observations in to a few classes or groups. Diagramatic and graphical
representation facilitate comparison.of trends and relationships. However,
more exact description of important characteristics of a data set is
provided by single numbers called 'measures of data'ar ‘summary measures'.
These measures describe data set in a simple and concise manner and
enable us to gain more precise understanding of data. There are 4 °
such measures which describe the important characteristics of a data
set. They are,

(a) Measures of central tendency
{b) Measures of dispersion

(c) Measures of skewness }k‘d fo{\N'dn f Jards

and (d) Measures of kurtosis

For a maijority of biological characteristics the frequency distributions

approximate to a symmetrical bell-shaped curve known as the ‘'normal

curve'. For such frequency distributions only the first two measures,

namely the measures of central tendency and dispersion are important,
*the third and fourth being fixed.

4.2 Measures of central tendency

In biological characteristics, generally, the observations taken on a group
of individuals will not be equal, but show a general tendency to cluster
around a particular value. This value around which the observations
tend to cluster is called the 'central tendency' or 'central position' of
that group.
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There are 3 commonily used measures of central tendency.~They are :

and

(1) the arithmetic mean
(2) the median
(3) the mode

A.2.1‘/T.he arithmetic mean or average

(a)

(b)

(i)

Calculation from ungrouped data

In an ungrouped data the arithmetic mean is simply the total
of all the values divided by the number of observations. for
example, if 5 observations of fish length (in cm) are 22, 38,
29, 33, 28, then the arithmetic mean will be,

22 + 38 + 29 + 33 + 28 = 150 = 30D cm
5 5

Thus if there are n observations, x, X, « « v+ « + « X , then the
arithmetic mean which is usually denoted by X will be

o XK.+ X _+oasearX

X = 1 2

o
= 5
n

where 3~ stands for the sum of all observations and is read
as summation.

Caiculation from grouped data
Direct method

Suppose that the data are given in the form of a frequency
distribution in k classes. Let x’.x .....xk represent the
midpoinuofht,zm.....kzhciumd D TR
f their frequencies respectively. Then the uﬂ}\m& mean

i:‘ calculated by the formula.
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» |
"

R . |
f1¢f2 o=

f1 x1.+12x24-........+fk%\
k

where n

M

Short method for the computation of arithmetic

mean from fre-
the mid points

The process of computation of the arithmeti
quency table can be shortened by changin
of the class intervals to a coded value, when class intervals
are of equal size. This is done by assigning \he value zero
to any mid point (class mark) preferably one “orresponding
to the middle of the frequency distribution. The
of successive class intervals above and below this
are coded as minus or plus deviations, d of 1, 2, 3 or more
intervals. The mean is calculated by summing the products
obtained by multiplying the frequency in each class by the
corresponding 'q_ value of the class interval and dividing this
sum by n, the number of observations. Since this average is
in coded values, it must be converted to the original units
by multiplying by the width of the class interval 'h' and added
to the mid point of the interval that was selected as zero.
i A is used to represent the mid point to which the value of
zero was assigned, the formula for the arithmetic mean, calculated
by this method is,

X

"

A + hd
A+h X id
n
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Example 1

Compute t{we arithmetic mean for the following oata on fish length
by (i) Direct method and (ii) Short method.

Class interval 5-15 15-25 25-35 = 35-45 45-5%
(length in cm)

Frequency

(No. of fish) 9 21 40 22 8
Answer

(i) Direct Wthod

Class interval f requency Mid point fx
() (x) i
’ 5-15 9 10 - 90
15-25 21 20 -V 420+
25-35 40 - 30- A-B 1200
35-45 22 . 40 w1 8804
45-55 8 50 Y400
S f=10=n 2990 = ¥ fx
Arithmetic mean, : = E
n
2 2990
100

z 29.90



Short method
Class interval Mid point F requency
(x) d { td
5-15 10 -2 9 -18
15-25 20 -1 21 =21
25-35 A 30 0 40 0
35-45 40 1 22 22
45-55 50 2 8 16
Total 100 -1
Arithmetic mean, x = A+hE 1d
n.
(-1)
= 30 + 10 100
= 30-0.10
= 29.90
The median

The median is defined as the middle value when the values (observations)
are arranged in the ascending or descending order of magnitude. Median
divides the data into two equal halves, half the number of observations
lying below it and half above it.

N
(a) Calculstion from ungrouped data

To find out the median from ungrouped data it is first necessary
to arrange the values in the ascending or descending order
of magnitude, with serial numbers 1, 2 . . . . « n, where n
'stands for the total number of observations in the given data.
If nis an odd number, then the median is the value corresponding

to the serial numbers 31-. If nis an even number ther median
is taken as the -rithmeac mean of the two middle values, i.e.,

the arithmetic mean of the values corresponding the serial

n n
mmtb.rzutdz+1.
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Example 2

Find the median length for the following data on fish lenath (cm)
22, 12, 16, 32, 18, 26, 20

Answer
Arrange the observations, say, in the ascending order.
Si. No. 1 2 3 4 5 6 7

Observation - 12 16 18 20 22 26 32
Here the number of obsetvations, n = 7

1
Middle observation is TE— 2 -g— = 4th item

Hence, the median is the value corresponding to serial No. 4. The value
corresponding to serial number 4 is 20. Hence, the median is 20.

Example 3

Find the median for the following data
22, 12, 16, 32, 18, 16, 20, 9

Answer

Arrange the observation in, say, the ascending order.

.

Sl No. 1 2 3 4 5 6 7 8
Observation 9 12 16 16 18 18 22 32
Here the number of observations n is B

2. 4 and 22 e

2

Therefore, the median is the arithmetic mean of the 4&th and the Sth
observations.
16 + 18

1
2 7
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Calculation from grouped data

in the case of grouped data the formula for computing the

median is given by,

Exampie

n f

o= - n
Median=L1+(2 h

f

where L. = lower class boundary of the median class (median
class is the class whase cumulative frequency equals or exceeds
n .

p items)

n z Total frequency

1C = Cumulative frequency before entering the median class
{ S The frequency of the median class

h =z Width of the class interval

4

The size frequency of a fish sample is given below. Find the median.

Size group 200-220 220-240 240-260 260-280
(mm)
f requency 10 40 120 150
280-300 300-320 320-340 B
40 20 20
Answer

First find out the cumulative frequency and then locate the median class.

Size class F requency Cumulative
(mm) (frequency)
200-220 . DI, | TRREL R, 1 _1p %
220-240 40 PRETEST. 'h
240-260 120 170, == 200
260-280 150 pmf“«{l‘—L ca

Table contd.

-
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280-300 40 360
300-320 20 380
320-340 20 400

n ) 10‘0 s )
As — = 200 lies between the cumulative frequencies of 240-260 and
and 260-2B0 class intervals, the median class is 260-280.
L'I = 260, h = 20, f = 150, 'C = 170

) n _f
Median = L1+( 2 c)h

f
(200 - 170) 20
150
30 x 20
150

= 260 +
- 260 +
= 264

The mode
{

The mode is defined as the ~;nost frequently occuring value. The mode
may not exist and even if it exists it may not be unique as there may
be more than one mode. A distribution having only one mode is called
unimodal, whereas, the distribution having two modes is called bimodal
and the distribution having more than two modes is called muitimodal.
We will be concerned mostly with unimodal distributions.

(a) Calculation from ungrouped data

When the data are not grouped the mode can be located by
arranging the observations either in the ascending or the descend-
ing order. This arrangement helps to find out the value which
repeats large number of times.

Example 5
Find the modal value for the following data on fish length :

12, 22, 17, 9, 22, 28, 17, 30, 20,22
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Answer
Arranging the data in, say, ascending order the following array is obtained:
9, 12, 17, 17, 20, 22, 22, 22, 28, 30

Here 22 occurs 3 times and the remaining observations Jccur less
than 3 times. Hence, 22 is the mode.

(b) Calculation from grouped data

The class interval which has the maximum frequency is known
as the modal class. The modal value lies in this class interval.
The following formula is used for calculating the mode of the
frequency distribution.

(f -1)

Mode = L1 + m 1 h
-f, - f
2fm 1 2
where, L 1 * Lower class boundary of the modal class
f1 2 Frequency of the class previous to the modal
class
12 = frequency of the class next to the modal
class
fm s Frequency of the modal class
h = Width of the class interval

If the mean and the median have already been calculated then_
the following empirical relationship can be used to calculate
the mode of moderately asymmetrical distribution.

Mode = 3 Median - 2 Mean
Example 6

Find the mode for the data on length of fish given in example 4.



4.2.4.1

35

Arswer

Size group F requency
(mm)

200-220 10

220-240 40

240-260 120

260-280 150v

280-300 40

300-320 20

320-340 X 20

400

As the class 260-280 contains the maximum frequency, it is the modal
class

L, =260, h =20, f =150, f = 120, f_ = 40
1 m 1 2
- f
Mode = L1+ “m 1)h
-f - f
Z'm 1 2
(150 - 120)
= 0T 150 - 120 - a0 20
30
= 2601»“03(20
= 260 + 4.28
B 264.28
. ‘

Some characteristics and uses of different measures of central tendency

The arithmetic mean

The arithmetic mean is the most important and commonly used measure
of central tendency for statistical work in biometry. It 1s a complete
and adequate measure, as it takes into account both the total number

of observations and their size. The arithmetic mean 5 more useful
e ———— e ——————

when observations of data are distributed symmotie.l!! and when
other statistics are to be computed later. Its greatest weakness is that
it is affected by extreme g-!\:s




4.24.2 The Median

The median is not affected by extreme values and hence more represen-
tative than the arithmetic mean in extremely skewed distributions.
( It takes into account only the number of observations and not their
Qia Hence, the median is less reliable than the arithmetic mean and
"'!b"ﬁ—-is less commonly used. However, occasions often arise where
median is the most appr&priate. For instance, in the study of fishermen
income, investment in fisheries etc.

4.2.4.3 The mode

The mode is particularly useful in the study of typical size. For instance,
boat yard is not interested in finding out the mean size or the median
size of boat. Rather, it wants to find out the boat size most in demand
so that it may build a larger quantity of that size. It is not affect
by extreme values. In some distributions there may be two or more
mﬂg_d;eL of [equal cmcentrutioﬁ) which make the mode largely Q'seless‘

such situations. It is not amenable for further statistical analysis.
It deliberately excludes arithmetical precision as its aim is to present
a really typical measure. It is, therefore nol based on all observations
of the data. The arithmetic mean is designed to be numerically accurate,
and may have to sacrifice its typical feature some times for numerical
accuracy. Hence, it is very often necessary to calculate both the mean
and the m Mode is particularly useful in age and growth studies
of fishes. Mode of length frequency data plotted over successive fime
intervals (e.g. month) aid in the determination of age and growth of
fishes. i

43 Measures of dispersion or variation

A series of observations can be described by a measure of central
tendency. Usually all observa)ions will not be equal to the central ten-
dency value but they vary.\Measure of the degree to which the observa-

tions vary about th s called the
of dispersion’.] None of the measures of central tendency indicate how
he observations are scattered around the measure. Two sets of data

may have the same mean but the observations in one may scatter widely
around the mean and can be highly congregative in another. For example,
consider two sets of data on length of fish in centimetres.
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Set 1
Set 2

15 15 14 15 16 15
22 14 12 17 10 15

which have the same mean value 15, although the pattern of individual
observations is different in both the cases. In set 1, the observations
congregate around the mean, whereas, in the second none of the observa-
tions have the value of the mean and are highly scattered. Thus in
order to get the true picture of the data a measure of the centraly
tendency has to be complemented by a suitable measure of dispersion.
Three important measures of dispersion viz. range, mean deviation and
standard deviation, are discussed here.

Rm/

The range is defined as the difference between the highest and lowest
values in a given data.

Example 7

Compute the range for the following data on the length of fish .(in em)
16, 1(28) 17, 22, 25, 18, 14, 19, 26

w

In the given data, the highest value is 26, and the lowest is 12. Therefore,

Range = 26-12 = 14

e .
In a grouped data, the range is taken as the difference between the
class mark (mid point) of the highest class and the lowest class.

-

Example 8

Cdcd;to the range for the following data.
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Class interval f requency

5-9
10-14
15-19
20-24
25-29

Answer

N VSN

In the given data, the highest class is 25-29 and its class mark will
be 25+20 = 27. The lowest class is 549 and its class mark is 549 = Te
2 v i

Range = Class mark of the highest class - Cl\aas mark of the lowest, class
= 27-7 = 20

'

The mean deviation (average deviation)

-

" The arithmetic _mean of the difference of each individual observation

from the mean ignoring sign is called the mean deviation.

———

(a)  Calculation from ungrouped data

Let x,', X._o ‘eoees xn denote the values of the characteristic under
study. Then mean deviation is given by

PRI IO DRI [P

M. D.

M-p

Example 9
Trawl catches (Kg) of 10 trips at a landing centre are given below :
35, 38, 42, 40, 52, 38, 45, 32, 35, 43

Compute the mean deviation.



First compute the arithmetic mean, x and then substract X from each
observation. Add these differences irrespective of the sign and then
divide by the number of observations to get the mean deviation.

/ Arithmetic mean = 20 = 40

10
S.Na. 1. 2 3 &4 5 6 7 8 9 10 Toal
« 35 38 42 40 52 38 45 32 35 43
| x-40| s 2 2 0 12 2 S5 8 S5 3 4
= | x - x 44
Mean deviation 2 =0 ° 4.4
n

(b) Calculation from grouped data

Suppose that the data are given in the form of a frequency
distribution in k classes. Let x_, X, . « . . « X represent mid -
points of 1st, 2nd, . . . . . kth class intervals nng | S (S~
f their respective frequéncies. Then the mean deviation (M. D.)
isk given by

. |x1 -—xl 11 4-‘:2-:l (24...4»[ xk-:| 'k
v

M. D.

n
> |x - x| f

n

where ; is the arithmetic mean

Example 10

Compute the mean deviation for the following data on net profit from
adoption of composite fish culture in 00 farmd



Net profit - Rs. in 1000/ha

2-4 4-6 6-8 8-10 10-12 12-14
No. of farms 5 10 40 25 15 5
Answer
Class interval  x f fx |x-8] f|x-8|
2-4 3 5 15 5 25
4-6 5 10 50 3 30
6-8 7 40 280 1 40
8-10 9 25 225 1 25
10-12 1 15 165 3 45
12-14 13 5 65 5 25
Total 100 800 190
- 800
¥ 100 T . -
190
M.D. = ooz 19

Note : The mean deviation was computed taking deviations from arithmetic

an. T Can_aiso_be worked out taking deviations Trom the —medran.

It is to be noted that the mean deviation will be least when it is taken
f:grﬂ__t_hg_modhn.

433  The variance and standard deviation / 56

he variance of i iculated as the aver of squares

" of deviations of obsegustions from the arithmetic megn. While dealing

with the variance of a sample, the sum of squares of deviations of
observations from the arithmetic mean is usually divided by one less
than the tota& number of observations. Variance of a population_is usually
denoted by &, where variance of a sample is denoted by S™. Formula
for computing @ and S are given below :

sz z(x-m)2>/
N

A
B l[:xz--(—zi-!)-] for ungrouped data
N
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In the above expression m is the population mean given by,

me =X
- N
2 = f(x m)2
a - N for grouped data
= _1_ 2 (}: 'x) )
v (= fx =

If the estimate of population variance ’2 is obtained from sample measure-
ments using x for m, the average qf “the squared deviations for a sample
of size n tends to under estimate & . However, the quantity,

1 i -
PRl W o P

n-1

v

has the average value az in repeated sampling. Hence, the formula
to compute sample variance for grouped and ungrouped data are- :

Ungrouped : Sz :ﬁ = (x - x)
2
__1__[2’(2-(2 x) ]
n=1 n

"

1 —
Grouped t S =5 > fix - x)z

y 2
1 2 (X x)
:d[z fx - o ]

The positive square root of variance is called the standard deviation.
Population standard deviation is usually - denoted byU where as, sample
standard deviation is denoted by S.

(a) Calculation from ungrouped data

Example 11

Calculate the variance and standard deviation for the following sample
data on length (cm) of fingerlings.: 5 5.8 9, 7, 4 10, 8



Serial No. 1 2 3 &4 S 6 71 8 Total

1 ] 16 81 49 16 100 16 480
8 z /_/ ‘/

Number of observations, n = 8 °

2
122(ZX)

Variance S2 z —1 X - _n_]

n-1

60’

~— [480 5

]

1

7

30

T et g S4
7 4.28

Standard deviation, S = V 4.2854 = 2.07

I ()

Calculation from grouped data

Suppose that the data are given in the form of a frequency
distribution in k classes. Let x1, X, « +» « « X represent mid
points {class marks) of 1st, 2nd . . . . . kth and f_, f_. ...
f the respective frequencies. Let 'h' denote the width of the
class interval and n = == f, the total number of observations

in the given data.

The process of computation of standard deviastion from the
frequency distribution table, when class intervals are of equal
size, may be shortened by changing the mid points of the class
intervals to a coded value. This is done by assigning the value
zero to any mid point preferably to the one corresponding to
the middle of the frequency distribution table. The mid points
of successive intervals above and below these mid points are
coded as minus or plus deviations, 4, of 1, 2, 3 or more intervals.
Then the formula for working out the variance for a given
data based on coded values is given by
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) 1 + 2 2
Variance = — [ fd” - (£ fd) 2
n-1 -.'_‘_._]‘ h

Standard deviation = ++/ Variance

The above method of computing variance and standard deviation
is usually referred to as ‘short method'.

Example 12
X %

Calculate the variance and the standard deviation for the following
data on fish length using (i) direct method and (ii) Short method.

Class interval 5-15 15-25 25-35 35-45 45-55
(Length in cm)
F requencies 9 21 40 22 8

(no. af fish)

Answer
(i) Direct method
, 2
Class interval Frequency Mid point fx fx
f x

5.15 9 10 (6o 90 900
15-25 | 21 20 11‘-0 420 8400
25-35 40 30 S 1200 36000
35-45 22 40 400 B8O 35200
45-55 8 50 9 400 20000
Total 4 4210, ¢ Shr=2990 100500

s f =100 ¥ fx = 2990, z'xzs‘lwﬂn

2
Variance z -—1— 1 fxz - .(E_'l’_ ]
n-1 ‘ n

.‘.—;;-(sliln-M)



1
— (11099
99 (11099)

= 1121411
Standard deviation = \/variance
N TFSIEE
= 10.588
(i)  Short¥ethod
" 9 2
Class interval Mid point d d | fd fd
5-15 10 24 9 -18 36
15-25 20, 112 -21 2]
25-35 301 0 0 40 o~" 0
35-4% 40 1 1 22 22 22
45-55 50 2 L 8 16 32
Total 100 -1 1M1
h:10,n:100§:fd:-1zfd2=111
2
= 2
Variance = -—L-[}: fdz A ] xh
n=1 n
2
1 (-1) 2
- ~ (111 - s 1 x (10)

,-%; (111 - 6.01) x 100

»

; ?1;.-(110.99) 100 = 112,111

—

Standard deviation = /Variance = 112111
= 10.588

Comparison of different measures of dispersion

O'thS_mumuofﬂhperdeuhr, is the easiest
toemnc“uwhamiﬂedlmdhm%hy
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present in the data. However, it is not a satisfactory measure as it
is based on only t_w__o__o_u_t__p_f_muhole bulk of observations. For this
reason it does not adequately reflect the information regarding the
variability present in data, unless we are dealing with a small set of
data. -

Mean deviation is easy to understand and simple to compute. It takes
into account deviations of all values from a measure of central tendency
(say meap or median) and hence superior to r 3 asure of
dispersion. = However, it has the disadvantage of being mathematicaily

und as algebraic _signs are totally disregmt’ﬂ in_its computation.
This mathematical flaw is one of the main reasons for the mean devialion

not being used commonly.

he standard deviation resembies the mean deviation in that it is also
le \ @ .

- of every value the arithmetic mean. It

has a further tage of being algebraically sound and hence can

be used isfactorily in further statistical analysis. nce, standard

———

Relative measure of dispersion - Coefficient of variation
Coefficient of variation : /

All the above measures of dispersion have a unit attached to them.
For example, the standard deviation calculated from a data recorded

i in centimeters will have units as -centimeters and so on. Therefore,

-

the variability of fish length recarded in centimeters and fish weight
in grams cannot be compared using standard deviation, as they are
in different units. Lsuch situations a relative measure of dispersion
called the coefficient of variation which is independent of the units
of measurements is used. It is calculated as the ratio of standard deviation
to arithmetic mean and is experssel in percentage, .l.e_:':’

Standard deviation
Coeffici f ti
oefficient of variation = s o mx100

Example 13

If the arithmetic mean and standard deviation of length of fish are
32 and B respectively, find the coefficient of variation.



Answer
Coefficient of variation = Standued _d"h“m x 100
arithmetic mean
. 100 = 25%
R RS
Example 14

Two chsracta’. length and weight were recorded on a random sample
of 100 fishes of a particular species. It was found that the mean length
was 50 centimeters with standard deviation of 20 centimeters, whereas,
the mean weight was 200 grams with standard deviation of 65 grams.
Find out which of the two characters is more variable.

Answer |

-—Z-Q-x 100

Coefficient of variation for length 5D

40%

65
200

Coefficient of variation for weight x 100

32.5%

Since the coefficient of variation of length is more than the coefficient
of variation of weight, the length is more variable than weight.

Measures of Skewness (

Even if two\frequency distributions have similar means and variances,
their frequency curves can not be expected to be similar. One may
be vastly different than the other. A frequency distribution is said to
be symmetrical when the observations equidistant from the central
maxlmumzhave the same frequencies. The frequency curve of such
distribution will be bellshaped as shawn in Fig. 1.
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A J
Mean = Median = Mode

Fig. 1 Frequency curve of symmetrical
distribution.

/l;]*: Mean

Median

Fig. 2 Positively Skewed curve

mm‘mdt
Median

Flg.)ﬂtgtl\;dy*ewﬁwm

An_impartant example of
the _symmetrical distribu-
tion is _the normal
distribution, whose _f{re-
quency curve. . —is—bell~
shaped. For symmetrical
_dl!tributim mean, median

b&ewneu means departure
from symmetry. If the
requency curve of dis-
tribution has a longer
tail to the right of the
central maximum than to
the left, the distribution
is said to be skewed
to the right or to have

Rgsitive skewness (Fig. 2).
In such frequency distribu-

than_the mode.

if the curve has a longer
tail to the left of the
central maximum than to
the right then the
distribution is said to be
skewed to the left or to
.h-vo negative skewness
(Fig. 3). In such distribu-
R

the mode.



The degree of skewness can be measured by the Karl Pearson's coefficient
of skewness which has the Tollowing formuls : .

Mean - Mode
Standard deviation

soseslD

i,Coefflcimt of skewness =

In some frequency distributions it may be difficult to calculate mode
accurately. 'n such cases the coefficient of skewness which is based
on median can be used. It is given by,

.

Coefficient of skewness = 3 (Mean - Median) \\

Standard deviation

This coefficient _is zero for symmetrical distributions and is positive
for__positively skewed distribution and negative for negatively skewed
distributions. :

An important and commonly used measure of skewness, 'which is based

on the ,thilzg'__mnmnm__‘a'bout the mean (see annexure 1 for moments)
is given by,
m!
B, = 3
- 3
2

Some times the measure of skewness is given by 71 = \[‘T;
r

In the above formula m_ and m_ are 2nd and 3rd moments about the
mean. Thﬁe//xgqluu of 8, "and y -are zero for a symmetrical distribution.
These measures of skewness are free from units of measurements and
are therefore useful in comparing skewness of distributions recorded
in different units.
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Measures of kurtosis

Frequency curve of a

" gistribution may be sym-
L‘P'd‘\l'"t metrical it can still be
different in structure from

Normal curve the normal curve. Ffor
instance it may show
more peakedness or
less peakedness than
the normal curve, Kurt osis

Platykurtic

is the degree of peaked-

“ness ol a_frequency curve

Fig. 4 Kurtosis as compared to the
normal __cugve. A curve
of relatively higher peakedness than the normal curve is called lept okurtic, .
where as the curve having a !lat. top is called platykurtic (Fig. 4).
The normal curve which is neither very peaked nor flat-topped is called
mesokurtic. )

A measure of kurtosis which is based on the 4th moment about the mean
is given by,

For normal distribution, ’2 = 3. Because of this reason sometimes measure
of kurtosis is given by Y, = - 3. In the above formula m_ is the
4th moment about the mean. For normal distribution ¥, is equal to zero.
It will have positive value for leptokurtic distribution and negative value
for platykurtic distribution. The degree of kurtosis is indicated by the
magnitude of this coefficient. ,

Parameter and statistic

its in the population such
Any measure computed from all values of units
as population mean, variance, etc., is called ation ‘parameter’, where
as, the measure computed ftom_vduu_of the “HF in the sample such

as sample mean, sample variance, etc., is called sample "statistic’.




In -biological investigations, it is not practically pdssible to collect dats
on the whole population. Hence, the values of parameters are seldom
known. They are estimated by statistics.
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ANNEXURE 1

Moments :

The rth moment about the mean (m ) is defined as the mean of the

rth power of the deviations of the values from the arithmetic mean.
(x. - %
Thus, m = Lt e ! for ungrouped data
n
fix -x)"
m = =" ... ()  for grouped data
n

When r = 1, the formula (1) gives the first moment,

m, = Z(Xi-X)=0
n

Thus the first moment about the a[ithmelic mean is zero. When r = 2,

the formula (i), gives m2 CI (xi - x) which is the variance of poﬁulntlm.

n
When r = 3, the formula (i) gives the 3rd moment m_ and soon. The moments
about the mean are usually called the central moments.
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Chapter 5

ELEMENTARY PROBABILITY THEORY

Introduction

The basic foundation of statistics is the probability theary which aims
to systematise the laws of chance to discover the reqularities in the
pattern in which the events depending on chance repeat themselves.
Probability had its beginning with the games of chance such as the
tossing of a coin, throwing of a dice drawing a card, etc., in the 17th
century. It was only in the 19th century Gregor Mendel while studying
the genetic laws in peas showed that it can be applied to biological
investigations also. Since then, it is being spplied very successfully to
various problems in biology.

Terminology

Some terms which are frequently used in probability theory are explained
below :

(i) Deterministic experiment

If the same results are obtairned when an experiment is repeated
under the same conditions, such an experiment is called determi-
nistic experiment.- For example, for. a perfect gas, PV = constant,
provided temperature is constant. The same result will be obtained
whenever the experiment is repeated. Thus the results of a
deterministic experiment can be predicted with certainty.

(i) Random experiment

The experiment which do not yield the same result when repeated
under the same conditions is called random experiment. In such
an experiment it is not possible to predict the result in advance
with certainty. For example in tossing of a coin experiment
one toss may yield head and other toss may yield tail. it is
not possible in advance to predict the outcome with certainty.
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(iii)

(iv)

(v)

(vi)

53 T >

Simple event or event

Every distinct outcome of a random experiment is called sin e

event or an  outcome. For example, in tossing of a coin

experiment, head is one outcome and tail is another outcome.
Hence, head and tail are the two events in tossing of a coin
experiment. In throwing of a dice experiment, getting number
1 on top is one event, similarly getting 2, 3, 4, 5 6 are other
events. :

Sample space

The totality or collection of all possible outcomes of a random
experiment is called sample space. It is denoted by S. For example
in tossing of a coin experiment sample space consists of two
events Head (H) and Tail (T). It is usually written as

S=(H T)

Compound event

A compound event is the one which consists of two or more
simple events. For example, getting an even number in tossing
ofa dice experiment is a compound event.

Equally likely events or outcomes /edvee! Gominy)

The outcomes are said to be equally likely when there is no
reason to expect any one rather than the other. For example,
in tossing of a coin experiment, either head or tail may appear,
so that both the outcomes are equally likely.

Definition of probability

Definition | : Classical or mathematical or apriori_definition

Suppose an event E can happen in 'm' different ways (outcomes) out
of a total of 'n' different equally likely ways (outcomes), then the



probability of occurrence of an event denoted by p or P (E) is given
by o

No. of favourable ways to E

=P (E) =
P © Total No. of equally likely ways
__m
//:’ n
N 1 : Probability of an event is a non-negative number which lies

between 0 and 1. Symbolically 0 £ p § 1.

Note 2 : If the event £ can happen in 'm' ways out of total of 'n’
ways, then the number of ways in which the event E will not happen
is n - m. Hence the prabability that an event £ will not happen (denoted
by q) is given by,

n-~m

m
= =1 - z 1=~ h =
q . = p, where p = m/n

So that, p + q = 1

LA sum of the probabilities of occurrence and non-occurrence of
an event is equal to 1.

Example 1
What is the probability of getting head when an unbiased coin is tossed?
Answer

Total number of equally likely outcomes = 2
No. of favourable outcome = 1

"Therefore, the probability of getting head denoted by P(H) is, P(H) = 1/2

Example 2

What is the probability of getting an even number when an unbiased
dice is thrown ?
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Answer

Total Number of equally likely outcomes = 6
Number of favourable outcomes = 3
P (Even number) = 3/6 = 1/2

Example 3

In a pond containing 100 fishes, 20 are marked. If one fish is subsequently
caught what is the probability of it being (i) marked (ii) unmarked?

Answer

(i) Total number of fishes = 100
Number of marked fishes = 20

Hence, the number of favourable chances for marked fish are 20.

.. P(marked fish being caught) = _1?)201 z 0.2

(ii) P (marked fish being caught)
+ P (unmarked fish being caught) = 1
P (unmarked fish being caught) = 1-P (marked fish beino caught)
1-0.2
0.8

Example .4

In a composite fish culture experiment, fingerlings of & species of fish
namely, rohu, catla, mrigal, common carp, silver carp and grass carp,
were stocked in the ratio of 1:):1:2.5:3:1.5 respectively. A fingerling
is subsequently drawn, what is the probability that it is of catla?

Answer

Fingerlings of tohu, catla, mrigal, common carp, silver carp and grass
carp are stocked in the ratio of 1:1:1:2.5:3:1.5 respectively. Thus out
of 10 fingerlings we have 1 fingerling of ’c.uu. Hence, the probability
that the fingerling drawn is of catla, =-ﬁ-mn
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Definition Nl : Relative frequency or aposteriori _or _empirical _definition_
of probability

Classical definition of probability defined earlier assumes that outcomes
are equally likely, the total number of outcomes are known and finite.
When these assumptions are not met with, it is not possible to compute
the probability of an event using the classical definition. In order to
overcome the above limitations, @8 new approach called relative frequency
concept of probability is adopted..,According to this concept the probability
of occurrence of an event E is the limitingmof frequency

of occurrence of the event to the total number of outcomes. For instance
A

if an experiment was repeated n fimes under the same conditions and
if an event E has occurred f times, then the estimate of the probability
of an event £ as the number of trials n increase indefinitely is given

by,
. f
P(E) = lim—
# =3 n
na o

It is to be noted that as the mber of trials (f i =
the estimate of probability of an .event stabilizes around a particular
—

vate:

P

Example 5

The frequency distribution of lengths in -1000 randomly selected fishes
of a particular species are given below. What is the probability that
a fish chosen at random will have length between 35-45 cm?

Length : 5=15 15-25 25-35 35-45 45-55

Numbers : 88 210 400 220 82 T 37@
(Frequency)
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Answer

Frequency of the class interval 35-45 is 220. Therefore, the relative
frequency of this class to the total frequency is 220 = 0.22.

1000
Hence, the probability that the fish chosen at random will have length
between 35-45 cm is 0.22.

Example 6
One thousand fertilized eggs of a major carp were kept under observation

to find out the number of individuals reaching different stages in the
life history. Observed dataingiven below :

State Fertilized  Hatchling Fry Fingerling Adult
eqg
Number : 1000 700 210 200 196

Find the probability that,

(i) Fertilized egg reaches fingerling stage
(i) hatchling reaches fry stage
(iii) fry reaches adult stage

Answer
(i) Out of 1000 fertilized eggs, only 200 reached the fingerlings
stage. Therefore, the probability of fertilized egg reaching - the
fingerling stage is 200 = 0.2
1000
(i) Out of 700 hatchlings only 210 reached the fry stage, therefore,

the probability of hatchling reaching the fry stage is 210 _ = 030
700

(iii) out of 210 fry 196 reached the adult stage, therefore, the

probability of the fry reaching the adult stage = 196 = 0.928
210



Mutually exchsive events

Two events A and g lzg said to be mutually exclusive if the occurrence
of one event prec the occurrence of another, i.e., both the events
c n simult In other words A and B have no common
outcomes. In the tossing of a coin experiment, head and tail are mutually
exclusive events, as they cannot happen simultaneously. Similarly in
an experiment on rolling a dice events of getting number 1 on top and
the events of getting number 2 on top simultaneously are mutually
exclusive as numbers 1 and 2 cannot appear on the top of the dice
simultaneously.

Addition theorem

Let A and B be two events with respective probabilities P (A) and
P (B). The prbbabnity of occurrence of at least one of these two events
dencted by P (A+B) is given by P (A«B) = P (A) + P (B) = P (AB)
where P (AB) is the probability of simultaneous occurrence of A and B.

Corollary
If events A and B are mutually exclusive, then P (A+B) = P (A) + P (B)

It is because P (AB) = 0, when A and B are mutually exclusive.

Example 7

In a certain district 25% of the fish farmers practice composite fish
culture of rohu, catla and mrigal, 15% fish farmers follow monoculture
of rohu oniy and 10% farmers follow composite fish culture as well
as monoculture of rohu in their farm. Find the probability that a randomly
selected fish farmer follows at least one of the practices.

Answer

Let events A and B be,

A :  The farmer follows composite fish culture
8 $ The farmer follows monoculture of rohu

Then, P (A) = 0.25 P (B) = 0.15 P (AB) = 0.1Q
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The probability that the farmer follows atleast onhe of the practices
is denoted by P (A+B) and is given by P (A+B) = P (A) + P (B) -P (AB)

0.25 + 0.15 - 0.10
0.30 ‘

Example 8

A pond contains 150 fishes of rohu, 225 fishes of catla and 125 fishes
of mrigal. Find the probability that a .fish randomily seiected is rohu
or a catla.

Answer

Let events A and B be,

A H Selected fish is rohu
B : Selected fish is catla

Events A and B are mutually exclusive as a fish selected cannot be
both rohu and catia. Hence,

P (A+8) " = P (A) + P (B)
150 3
We have P (A) z 0 ° 10 = 030
225
P (B B en— g
(B) 500 0:65
P (A+B) = (.30 + 0.45
= 075
independent events
momﬁ.Amemuwwuwuum.mmm
one does occurrence the other.

For instance when a coin is tossed two times, the result of the second
throw would in no way be affect result of the first throw.
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Canditional probability (t,

Let A and B be any two events. The conditional probability of event
A, given that event B has happened, is denoted by P (A/B). Similarly,
the conditional probability of B, given that event A has happened is
given by P (B/A).

Muitiplication theorem

Let A and B be two events with probability P (A) and P (B) respectively.
Let P (B/A) denote the conditional probability of event B, given that
event A has happened, P (A/B) the conditional probability of event A,
givén that event B has happened. Then the probability of occurrence
of both the events A and B denoted by P (AB) is given by,

P (AB). P (A) . P (B/A)
= P(B).P (A/B)

If events A and B are independent, then,

P (AB) P (A) . P (B)

P (B) . P (A)

Example 9

In a pond containing 100 fishes, 25 are ‘marked. If two are caught one
after another and without replacement, what is the probability that
both the fishes caught are marked?

Answer
Let A denote the event of catching marked fish in the first attempt

and B denote the event of catching marked fish in the 2nd attempt.

then P (A) = £ o B3S
100

The probability of drlmm-dfhhunucudymm
the first fish caught was marked is,
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24
P -
(B/A) %
Hence, P (both the fish caught are marked) = P (AB)

P (A) . P (B/A)

_ 25 24
- 100 ° 99
. 5

- 99

= 0.06

Example 10

A pond contains 200 fishes of which 40 are marked. A second pond
contains 300 fishes of which 50 are marked. One fish is drawn from
each of the ponds. What is the probability that the fisnes drawn are
both marked?

Answer

Let A denote the event of catching marked fish from 1st pond, B denote
the event of catching marked fish from 2nd pond.

40 1 S0 1
MB,P(A) = 200 = 5 ,P(B) - 300 = 6
As the events A and B are independent,
1 » 1%
P (AB) = P(A).P(B):‘? gt
-6
e
2 s

Example 11

An urn contains 5 white and 7 black pomfrets. A second urn contains
7 white and 8 black pomfrets. One pomfret is taken out at random
and put into the second urn without noticing its colour. A fish is then
drawn at random from the second urn. What is the probability that
it is a white pomfret?



Answer
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Two cases arise here

Case (i)

Case (ii)

* Pomiret taken from 1st um is white

Let A denote the event of drawing white pomfret from 1st
urn and let B denote the event of drawing white pomfret
from 2nd urn.

5 X 8
P (A) = 12,F’(B/M)- 6
Hence, P (AB) = P (A) . P (B/A) = —— —>— = 0.208
‘IQI 16
Pomfret taken out from 1st umn is black
7

Let A denote drawing black pomfret from st vur_r,u.-'ind
let B denote drawing white pomfret from 2nd urn )

2,P(B/A = 7

ol 16
¥ 7
P e . B —— et
Hence, (AB) = P (A) . P (B/A) 12 6
s 0255
Therefore, required probability = P (Case i) + P (Case ii)
= 0.208 + 0.255

= 0.463
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Chapter 6
PROBABILITY DISTRIBUTIONS

' Introduction

Probability distribution is analogous to a relative frequency distribution
with probabilities replacing relative frequencies. Thus, ptobnblllty distribu~
tions can be regarded as theoretical or limiting forms o' _relative fre-
quency distributlons, when the number of obntvatlom made li very large.

Mmmumm can be _considered as distributions of

populations, whereas relative fraquency distributions are distributions
‘o7 samples drawn fmm these populations. Frequency distributions which
arise in practice can be approxtmated by well known theoretical probabi-
lity distributions which serve as useful tools in making inferences and
decisions under conditions of uncertainity on the basis of limited data
or theoretical considerations.

Random variable
It is a numerically valued function defined over a simple space.-
Probability distribution

There are two types of probability distributions, discrete and continuous.
Probability distribution is said to be discrete when it is based on a
discrete random variable and continuous when it is based on a continuous

random variable.

A probability distribution for discrete random variable is a listing of
all possible values with respective probabilities of occurrence. As discrete
random variable can take only a finite number of values or a countable
infinite number of values, it is possible to list all the values with the
corresponding probabilities. In case of continuous tandom variable,
uhmlmtmd“mthoprmyolarmVM
falling in a given interval is listed.
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Example 1

Find the probability distribution of an outcome in throwing of a dice
experiment.

Answer

Let X denote the outcome of the experiment. Then the probability distri-
bution of X is given by,

X 1 2 3 4 5 6

P (X) 1/6 1/6 1/6 1/6 1/6 1/6

Binomial distribution or Bernalli distribution
-

Binomia] distribution is a discrete 'mstrlbutim.Wai
applications in“sgsearch and industrial inspection problems. It arises .when-
ever there is dichotomous classification, i.e. when an event (character)
can occur in_one of the two possible ways. For exampl_e, male or female,
with scales or scaleless, dead or alive, tall or dwarf, it responds or
does not respond to a given stimuli and so on./The mathematical descrip-
tion of the Binomial distribution is as follows : Suppose that the individuals
examined possess certain character with probability p and, does not
possess it with probability 1-p = g. Then, the probability of X individuals
out of a sample of n possessing the character is given by,

nCxp q — o e eIl

P (x) =T
q

tor %= 0y 1y 26 leih o wilbs

J
The equation (1) is referred to as the Binomial distribution. If p and
n are know., this distribution can be completely determined. Hence,
p and n are called parameters of the Binomial distribution. In this distribu-

tion p is assumed to be constant from observation to observation and
outcomes of observations are independent.
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6.3.1.1 Important properties of the binomial distribution

(i) Mean of the binomial distribution = np
(ii) Variance of the binomial distribution = npq
Standard deviation = ’npq
(iii) For p = g = 1/2 it is symmetrical;
/

;‘

\

§ 0.4"
P(x)p 323 *
0.t ‘ ,

0 v 2,3 4
Fig. 1. Symmetric distribution

For p < 1/2 it is positively skewed.

e ._[,,. e OC
os} ‘

! P=0.3
P(x)o.3 }
0.2}
0.1}
—

e Dy BN
Fig. 2. Positively skewed distribution
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For p > 1/2 it is negatively skewed.

P=0.7

T

05
04
P( X)03 L

02
0.1" I——l
0 1.2 3 ¢

Fig. 3. Negatively skewed distribution

L]

T

(iv) As n increases the binomial distribution approaches (tends towards)
the normal distribution (to be discussed in 6.2.3)

Example 2

Find the probability of finding only 1 catla in a sample of 10 fishes
drawn one by one, if the probability of a catla being drawn in any
draw is 0.2, 7))

Answer

If we have a sample xof s)i(ze n, the probability of getting x catla is
given by P’'(x) = nCx p Q"
for % ‘s 0y Y Lissnas v WO

In this example p is the probability of a catla being drawn in any draw
which is given to be 0.2, i.e,, p = 0.2

es Q= 1-p = 1-0.2 = 0.8
sample size n = 10, x = 1, i.e. getting one catla

.. Probability of getting one catla is
P (1) 10c, (6.2 (0.8)'%

10 (0.2) (0.8)°
20.8° = 2x013% = 0.268
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Example 3

What is the probability of finding 2 males in 8 sample of 5 fishes drawn
one by one? (Assume probability of finding male fish = 0.5).

Answer

The probability of finding maie = 1/2 = p (say). The probability of
not finding male (i.e. finding female) = 1 - 1/2 = 1/2 = q (say).

Applying binomial distribution,
P (x) = nCx pan-x
withn =5 x=2p=12q:=12
we have 3

P (2) )

s, w2)? (r

5! 5
= o (1/2)

SxéxIx2x1 5
T 2x1x3x2x1 (2
5

16

= 0312
6.3.1.2 Fitting of Binomial distribution

<‘1’ Binomial distribution is fitted by estimating p from the observed data.
As the mean of the Binomial distribution is np, dividing mean by n will
give p. Once p and n are known, Binomial probabilities and the expected
frequencies can be computed.

Exampile 4

The number of sets of catla which responded in induced breeding out of
10 sets tried per experiment were noted. A total of 100 such experiments

were conducted in a centre. The resuits are summarised in the 1oﬂog‘:|q
frequency distribution table : ¥
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Number responded (x) o 1 2 3 4 5 6 7 8 9 10
‘Frequency (f) 11 1 2 4 12 2227199 2

Fit the Binomial distribution.

Answer
Here n = 10,2fi = 100 = N
= fixi_ 659
np = Mean = =h - 100° 6.59
6.59

Therefore, p = el 0.659 = 0.66
q=1-p

= 0.34

The Binomial probabilities for different values of x are computed using
the Binomial distribution,

P(X) = n pa Y X = 04,2.....10

X
Computations are summarised below.

X 0 1 2 3 4 5 6 7 8

P (X) 0.0000 0.0004 0.0035 0.0181 0.0615 0.1434 0.2320 0.2573 0.1873
Expec- 2] 0.04 035 1.81 615 1434 23,20 25,73 18.73
ted*

frequency
9 10
0.0807 0.0157
8.07 1.57

*+ Expected frequency = N x P (x)
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Poisson distribution

Poisson distribution is another discrete probability distribution which

has frequent applications in_faunal sampling apetations where the character

or variate under study is the number of animals or species per unit

- of observation. In practice, if the count data represent the number of

rare events occurring within a given unit of time or space, the distribution
of these counts can be described by the Poisson distribution. (f 'p’
the probability of occurrence of an event is very small and 'n' the
number of trails is very large such that np is constant, then Binomial
distribution tends to a Poisson distribution. Formula for the Poisson
distribution is

X = YW 2reees

P = M, a1, 2,

where e is the base of natural logarithm having a value of 2.7183,
m is the mean of the distribution. If m is known we can completely

determine this distribution. An important characteristic of i
distribution is that its variance is equal to the mean of the distribution.
e —————— i e —

m=1.§

2.3 4 5
Fig. 4. Poisson distribution

However, as m ( = np, when n is large) increases, it will tend to normal
distribution. sson distribution, it is assumed that rare events occur
“fapdomly and independently. Some examples of Poisson varisble are
number of ships arriving in a harbour per hour, number of animals per
square of plankton species, number of car arrivals per minutz at a toll

bridge etc. ¢
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Example 5

The data given below refer to the number of animals per square of
a particular species of plankton counted in a plankton counting cell.

Compute the Poisson probabilities and the expected frequencies

Number of animals per square (x) 0 1 2 3 4
Number of suqgares (f) 30 42 18 8 2
Answer

To compute Poisson probabilities, arithmetic mean 'm' of the distribution
is required.

In the given example,
= 10
n o100

1.9
The Poisson probabilities for different values of x are computed using
the poisson distrr';bt.;tim,

em,x=0,1,2'3,“

Pl = T

Computations are summarised below

X Probabiiity (P) Expected frequency*
(1) x0 P =e" = 03329 33.29
(2) x=1 P =e "1 = 03662 36.62
. il > b 9-1'12(:1.1)2‘ = 0.2014 20,14
@ x3 P e 00 0.0738 7.38
3 .

Table contd..



n

X Probability (P) Expected frequency*
-1 4
) x4 P (@)= =18 g0 2.03

a4

*  Expected frequencies are obtained by multiplying the respective
probabilities by 'n', the total frequency.

6.3.3 yinnl distribution

Normal distribution is one of the most important distributions in statistics.
Its equation was first given by De Moivere in 1733. Later it was redis-
covered and developed by Gauss in 1§09 and by Laplace in 1812. There-
fore, this distribution is sometimes referred to as Gausian and lLaplace
distribution. The curve representing the normal distribution _is called
the normal curve which has the following equation,

1 ( r:)z/»é
¥ 2 ——— s
5/ 4

"where m and O are respectively the mean and the standard deviation
of the normal distribution.
.‘,ju\ﬂv 5 -:\\':

T and ‘e are constants whose values are equal to 3.1416 and 2.7183
respectively.

Normal distribution can be completely identified if mean (m) and standard
deviation (g ) are known. The distribution will vary depending Upon
the values of m and O  (Fig.5). It i i i and can
thearetically assume any value from = ® to + = . However, for all
practical purposes the values lie if the range of plus or minus three

standard W -
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3 90 150

Fig Sa. Distributions with same stondard deviotion but ditferent means

Fig

Sbh. Nistributions with same mean but different standard deviations

Properties of normal curve

(a)

(b)

(c)

(d)

(e)

(f)

It is continuous, symmetrical and bell-shaped curve.

It is assymptotic. Both the tails extend to infinity, i.e., the tail
approaches the base but never touches it.

The arithmetic mean, median and mode coincide.

The central position of the curve will be described by the mean
and the spread of the curve by the standard deviation.

The coefficient of skewness is zero and the coefficient of kurtosis
is 3.

(i) Mean plus or minus one standard deviation (m : & ) includes
68.00 per cent (68.27% to be more precise) of the total fre-
quency or total area of the curve.
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6
of grea

154 10
Mean

Fig.6a. Area between mz: 16

(ii) Mean plus or minus 1.96 standard deviation (m :+ 1.96 O ) includes
95% of the total frequency.

%
f

+—1.9664 1.966—
Mean

Fig.6b. Area between m 2 1.96¢

(iii) Mean plus or minus 2.58 standard deviation (m :+ 2.58 0" ) includes
99% of the total frequency.

Fig.6c. Area between mz2 587
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6.3.3.2 Area under the normal curve

The area bound by the normal curve and the x - axis is 1. Quite fre-
. quently the area under this curve that falls between two points on the
¥ - axis, say, ¥ = & and*X = b is required. This area can be worked
out using integral calculus. However, it is not necessary to work out
the area by this method as tables giving the areas under the normal
curve are available for ready use. These tables give the area under
the normal curve which has mean zero and standard deviation one (called
standard normal curve). Hence to make use of this table, we have to
transform the normal variable X to a standard normal variable Z by

the following relation,

X = m

Z s T

As the standard normal curve is symmetric (Fig. 7) about Z = 0, the area
between Z = 0 and any negative Z value, say, Z = -a, is equivalent
to the area between Z = 0 and Z = +a.

-Q o Q k4

Fig.7. Standard normal curve.

Example 6

Weight of a particular species of fish was found to be distributed normally
with the mean at 400 grams and standard deviation 50 grams. Find the
standatd normal variece of fishes with weights (i) 300, (ii) 450 and
(iii) 430, G
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Answer
(i) Weight x = 300, mean m = 400 and O = 50
X-m 300-400 -100
Therefore, Z = T - 0 = % ° g
(ii) When weight X = 450, standard normal variate
, . Xom _ 450-400 0
oo 50 Tos0

(iii) When weight X = 430, standard normal variate
X-m 430-400 30

Z =%F = "5 = 5o 06

Different forms of area talles

Area under the normal curve is available in tables in different forms.
For instance :

(i) In Fisher and Yates (1963) the area of normal curve is tabulated
from Z tocD

-aC <

Fig. 7a. Area from Z to
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(ii) In Spiegel (1981) area of the normal curve is tabulated from
0 to any positive value of Z

Fig. 7b. Area from 0 to Z

(iii) In Woolf (1968) area of the normal curve is tabulated from
- ®to Z.

Z o0
Fig. 7. Area from - e to Z

Before referring to these tables, it is therefore necessary to know the
manner in which areas are presented.

in the present manual, area tables as presented in Spiegel (1981) are
referred to.



Example 7

The mean length of a one year old brood of catla is 30 cm and standard
deviation 2 cm. A fish is caught at random, find the probability that

its length is,

(i) (g) between 30 and 32 cm

(b) between 28 and 33 cm

Ali Suppose it was decided to transfer aill those having length greater
( - than 31 cm, what per cent of fish is required to be transfered?
Assume lengths are normally distributed.
Answer
)] (a) Compute the standard normal variate
Z, when X_ = 30 and XZ = 32
They are, ~—
7 Ko™ s i 3 z"z""_sz-so_1
17 o B 2 2" g o2 T
The probability that the length of the fish caught is between
30 and 32 cm in terms of Z will be,-
P gz g 2 Area between (Z=0 and Z=1)
= 3413
We get the area by referring to the area table of normal distri-
bution.
(b) Length between 28 and 33 cm ie. x1 = 28, X, = 33, cortespond-

ing standard normai variates are,

¥ x1-m : 28-30 Ay
33-30 3 :
Ve e g =a 1
Z, = Xg-m = 2 i 1@
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The probability that the length of the fish caught is between
28 and 33 cm in terms of Z will be
P(-1< Z2& 1.9 = Area between Z=-1 and Z=1.5

= (Area. between Z=-1 and Z=0) +
(Area between Z=0 and Z=1.5)
(Area between Z=0 and Z=1) +
(Area between Z=0 and Z=1.5)
0.3413 + 0.4332
= 0.7745

"

Here X, = 31 cm hence, Z :%: 212-£=

1 0.5

P (fish is having length greater than 31. cm)

= P(Z 3> 05) '

(Area to the right of Z=0) - (Area between Z=0 and 0.5)
0.5 - 0.1915

0.3085

Therefore, 30.85% of the fishes require to be transfered.

6.3.3.4 Importance of normal distribution

Normal distribution plays an important role in statistics because of the
following reasons @

(1)

(2)

(3)

Numerous continuous phenomena or characters such as fish
length, weight, body depth etc.,, are approximately ”r_\g_rmally
distributed.

Many of the discrete distributions —occurring in practice such
as binomial, poisson, etc.,, can be approximated by a normal

v

distribution.

Even when the variable is not normally distributed, it is possible
to bring it to approximately normal, by simple transformations
such as square root or logarithmic or arc sign, etc.



(4)

(5)

(6)

79

Normal distribution has simple and interesting mathematical
properties.

Normal distribution provides the basis for statistical inference
(discussed in chapter 8 and 9).

Many of the distributions of sample statistics such as sample
mean tend to normality for large 'n' and hence they can be
studied with the help of normal distribution.
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Chapter 7

SAMPLING DISTRIBUTIONS

Sampling distributions

From a population all possible samples of a given sice can be drawn
and for each sample a 'statistic' such as mean, standard deviation, etc.,
can be calculated. For example consider an artificial population of length
(in em) of 5 fingerlings 1, 2, 3, 4 5 and with respective length
values 3, 4, 7, 5 and 8. It is decided to estimate the mean length of
fingerlings from a sample of 2. There will be 10 different samples of 2
fingerlings each, if sampling is without replacement and 25 samples with
replacement, that can be drawn from a population of size 5. Possible
samples of size 2 when the sampling is without replacement are listed
in table 1. Similarly 25 possible samples can be listed when the sampling
is with replacement.

Table 1 : Different possible samples of size 2, when sampling is without

replacement.

S.No. Sample consisting individuals Sample values Mean
1 1 and 2 3, 4 3.5
2 1 and 3 3 7 5.0
3 1 and 4 3% 5 4.0
4 1 and 5 3, 8 -
5 2 and 3 4, 7 Sed
6 2 and 4 &4 5 4.5
7 2 and 5 4, 8 6.0
8 3 and 4 7y 5 6.0
9 3 and 5 7, 8 45
10 4 and 5 5 8 6.5

et

In sampling without replacement, if a sample is randomly selected any
one of the 10 samples listed in Table 1 is equally likely to be drawn.
As can be seen from Table 1, means computed for different samples
are not the same but they vary. Thus there is a distribution of the
means, which 1s called the 'sampling distribution' of means. If variance
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is calculated for cifferent samples, it is likely to vary from sample to
sample and sampling distribution of variance is obtained. Similarly, sampling
distributions of other statistics such as_standard deviation, median etc.,
can be obtained. Schematic representation of the concept of ‘'sampling
distribution' is presented below :

Fg ! Concom o gomgling swtt i mn

7/ Standard error

The Mean and standard deviation of sampling distributions of statistics
can be computed as in the case of probability distributions based on
individual cbservations. The standard deviation of sampling distribution
of a statistic is called the 'standard error'. Generally standard error
decreases as the sample size increases.

7.21  Standard error of sampling distribution of mean

The standard error (SE) of mean of a sample is given by

(*
SE of mean 2 -rn—.( -:-:'13 )
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where O is the standard deviation of population. |f the population
is large (i.e., 'N' is large ) or if sampling is with replacement then,

g
v/ n

SE of mean =

If the population standard deviation is not known then sample standard
deviation 'S' can be used in its place, when n is large.

Then, SE = 2

v n

' L (xx)?
Where S - _————n-1

Standard error of sum and difference of means

if X, denotes thqz mean of a sample of size n, drawn from a population
with variable © and X_ denotes the _mean of a sample of size n
drawn from a population with varianceo _, then variance of the distri-
bution of sum or difference of sample means is given by

Variance (X, + X)) = 1« 2

Standard error (;1 + -)—(2)

"
F
Q
-
~N
+
2 NQ
~N
—

Example 1
Give the standard error of mean length for a sample of 25 fishes from
a population with variance 4 cm.

Answes

Given

Variance = 4 cm Hence, 0 = 2
Sample size, n = 25, n z

Hence, standard error "= —3
n

Qs

\.nln w



Example 2 .2

A sample of 100 fishes gave the estimates of mean and vancnce of
a weight distribution of fishes as 800 and 100 respectively., What is
the estimate of standard error of mean ?

Answer

Here the population standard deviation is not known. Hence, we have to
take the sample standard deviation as its estimate.

Variance = 100, therefore standard deviation S = 10

Sample size, n = 100, henceY n = 10

therefore, standard error s —_S—_- z —-—:g z 4

Example 3 /n

The standard deviation of the weight distribution of a certain species
of fish is known to be 110 grms. An investigator wants to find out the
mean weight of fish  using a sample from this species. Determine the
size of the sample required if it was decided that standard error of
the mean should not exceed 5 grams.

Answer

Standard error of the mean = e
n

it is given that maximum standard error allowed is 5 grms. Therefore,

= 5 (1)

(110) &

¥n :

o s O 00
25 25



Example &

The standard deviations of length in 2 fish populations are known to
be in the ratio of 1:2. If altogether 100 fish are to be observed from
the 2 populations, how many of each group should be observed in order
to have the same precision on the estimate of the mean for both.

Answer

Let standard deviation of the 1st population be ¢. Then standard deviation
of the 2nd population will be . Let n, denote the number of fishes
to be abserved in 1st group. Then, standar& errar of 1st population = O

Y

Let n, denote the number of fishes to be observed in 2nd population
then, standard error of 2nd population = 2¢

'/"2

It is given that the precision of estimates of mean of the first and
second population to be the same. In other words, standard error of
the first and second population to be the same.

. o 20
1.8, .

Vn, Vn

1 2

Squaring both sides gives
gl 4 62
" "2
Multiply both sides by n1 n2 to get n2 02 = bn1 02
Divide bothsidesbycztogetnzan.....(n

2 1

It is given that altogether 100 fish are to be observed, in other words,

n1#n2=1m....-(||)

But it is Mownfrun(l)thatnzzln“

Substitute  this in (1) to get



as

n’ + hn1 = 100
(R 5n1 = 100
ive. n1 =20
But by (I) it is known that n, = ¢n1
= 4 x 20 = 80
Hence, observe 20 fishes in the first and B0 in the second
population.

'lJ-/imo:M unea of standard error

Standard error plays an important role in statistical theory. F ollowing
are its important uses :

(n To measure the piecision of a statistic. Higher the standard

error lower is the precision of a statistic.

(2) To fix confidence limits for population parameters.
(3) To determine the size of the sample required to achieve the

desired precision.

(4) To compute test statistic in tests of significance.

74 Central limit theorem
If a random sample of n observations is drawn from a population with
;g_en,mmd standard deviation g, then the distribution of sample mean
approaches the normal distribution with mean m and standard deviation
O, as n increases.

Y

It should be noted that the central limit theorem does not fy that
the sampjgm-hart The population from which

the sample is drawn cuﬂ"ﬁ? nm—no!m.l. still the mean will have a

normal dist ribution. "
1 el
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This theorem occupies a unique place in drawing of inferences about
populations based on random samples, when the sample size is large.
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Chapter 8

ESTIMATION

Introduction

Statistical inference, a branch of statistics is concerned with drawing
inferences about a population based on the information contained in
a sampie. One of the important functions of statistical inference is
estimation of population parameters from the corresponding sample
statistics.

Types of estimators

Population parameters can be estimated by two types of estimators
viz: point estimators and interval estimators, the former estimation proce-
dure being called the, 'point estimation' and the latter 'Interval estimation'.
In point estimation, an estimate of population parsmeter is specified
by & single number, where as, in interval estimation, an estimate of
population parameter is specified by two numbers between which the
parameter may be considered to lie. For instance, marine fish landings
during this year will be 1.B million tons is an example of point estimate,
whereas, marine fish landings during this year will be between 1.6 and
2 million tons is an example of interval estimate.

Properties of a good estimator

For a parameter there may be more than one estimator. Some estimators
are better than the others. An estimator having the following properties
is considered tc be a good estimator :

® Unbiasedness :

An estimator is said to be unbiased if on an average, the value
of the estimator equals the population parameter being estimated.

For example, in random sampling from @ normal population,
mlcmem)(hmmbimdnﬂmucolunpopuhummm



(ii) Efficiency :

f the sampling distribution of two statistics have the same
mean, the statistic with the smaller standard error is called
an efficient estimator of the mean. Thus efficiency refers to
the magnitude of the standard error.

For example, sampling distributions of the mean and median
both have the same mean equal to the population mean, but
variance of the sample distribution of means is smaller than
that of the median. Hence, sample mean is an efficient estimator
of population mean.

(iii) Sufficiency :

An estimator is said to be sufficient if it takes in to consideration
all the possible information available from the sample.

For example, in random sampling from a norma! population the
sgmple mean is sufficient estimator of population mean, when
e is known.

(iv) Consistency :

An estimator is said to be consistent if it approaches the value
of the population parameter as the sample size increases.

.For example, in a random sampling from normal population,
the sample mean is a consistent estimator for the population
mean.

8.4 Point estimation

Estimation of population mean and variance through point estimation
procedure is discussed here with the following example.
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Example 1
The prices of Peneus monodon (Rs./Kg) on 10 randomly selected days
during a particular month in a local market were found to be :

88, 85, 82, 86, 85, 89, 90, 79, 81, 85

Estimate (i) the mean
and (i) variance of prices of Peneus monodon during
: the month.
Answer
(i) Sample mean ;( is an unbiased estimator of the population mean.

Hence, sample mean is computed to estimate the mean price
of Peneus monodon during the month

- IXi
X =
n
850
= =0 °© 85
(ii) An unbiased estimate of population variance is given by
2 1 I (x --x)z
-
n-1
1 (-
s £
1 (850)2)
=3 (72362 - 0

1
2 = = 12.44
9 (112) y A

Note : S =\,52 = 3.5277 is an estimate of the population standard devia-
tion, but this estimate is biased The estimate is satisfactory when n(> 30,

Interval estimation and confidence limits

In interval estimation, an interval is specified by two numbers, within
which the parameter is considered to lie with a specified probability.
This interval is defined by confidence limits with 8 certain degree of
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i

probability. Higher, the probability, more is the confidence to be placed
on the interval, to include the population parameter.

The addition or substraction of 1.96 standard error to a statistic gives
the confidence limits for population parameter with & probability of
0.95. These confidence limits are called 95 per cent confidence limits.
Substraction or addition of 2.58 standard error to a statistic gives confi-
dence limits with probability of 0.99. These limits are called 99 per
cent confidence limits. Like-wise the confidence limits with any desired
level of probability can be computed. However, in estimation, 95 per
cent and 99 per cent confidence limits are most commonly used.

The 95 per cent and 99 per cent confidence limits for the population
mean are computed using the following formulae :

The P9 per cent .confidence limits :

‘t,, lower limit = Z - 1.96 (SE of Mean)

Lz, upper limit = X + 1.96 (SE of Mean)

The 99 per cent confidence limits :
L., lower limit

. X - 258 (SE of Mean)

Lz, upper limit = X + 2.58 (SE of Mean)

"

"

In general the population standard deviation @ is unkown. Hence, the sample
standard deviation S has to be used in its place. As mentioned earlier
this estimate is satisfactory when n > 30. But when n is less than
30, confidence intervals are computed using the table of t distribution
which will be discussed later.

Just as the magnitude of standard error serves as a »_measure of reliability
for a statistic, range of confidence limits also serves the same purpose.
Smaller the range of the confidence limits the more reliable is the statis-
tic as an estimate of the parameter.

Example 5

A random sample of n = 100 was selected to estimate the mean weight
ol fisnes ol a particular species. The sample mearn was found to be
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630 grams and the standard deviation 60 grams. Find 95% and 99% confi-

dence limits for the population mean.

Answer

Standard deviation is given to bes 60 grams i.e.,. S = 60 and n

Hence, standard error of mean = —
(SE of mean) /n
__60

/100
The 95% confidence limits for the population mean are,
Lower limit = X =~ 1.96 (S5 of mean)
= 630 - (1.96) (6)

= 630 - 11.76
618.24

= 6

X + 1.96 (SE of mean)
630 + (1.96) (6)

630 + 11,76

641.76

Upper limit

"non

" on

100

Hence, the 95% confidence interval is 618.24 grams to 641.76 grams.

The 99% confidence limits are,

Lower limit = X - 2.58 (SE of mean)
630 - (2.58) (6)

630 - 15.48

614,52

LU [ 1}

X +-2.58 (SE of mean)
630 + (2.58) (6)

630 + 15.48

645.48

Upper limit

LU L T A )

Hence, the 99% confidence interval will be 614.52 grams to 645.48

grams.

LA R A
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Chapter 9

TESTING OF HYPOTHESES

Introduction

Testing of hypothesis begins with a statement called hypothesis about
a population in terms of its parameter (s). A sample drawn frpm this
population is observed to verify the statement. The hypothesis is rejected
if the sample provides ample evidence to do so, otherwise it is not
rejected.

Terminology
Statistical hypothesis

Statistical hypothesis is a statement about the population under study.
It is usually a statement about one or more parameters of the population.
Such statement may or may not be true. Some examples of hypothesis
are mean weight of one year old oil sardine is 80 grams. Feed A and
B are equally effective in increasing the weight of fish, the probability
of getting number 4 when a dice is tossed is 1/6.

Null hypothesis

The hypothesis to be tested is commonly designated as "Null hypothesis"
and is denoted usually by Ho. For example, to decide whether one fish
processing procedure is better than the other in terms of shelf life,
the null hypothesis is formulated as 'there is no difference in the shelf
life of two procedures'.

Alternative hypothesis

Any admissible hypothesis that differs from a null hypothesis is called
an alternative hypothesis and is denoted by H.. For example, in an
experiment to compare the efficiency of 4 feeds, the hypothesis that
there is no difference, is null hypothesis, where as the hypothesis that
there is significant difference among feeds is an alternative hypothesis.
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Test statistic

It is a function of sample values. it extracts the information about
population parameter contained in tt» sample. The obseived value of
the test statistic serves as a guide in rejecting or not rejecting the
null hypothesis.

Rejection region

After the test statistic to be used is selected, the set of possible values
of a statistic are divided into two mutually exclusive regions viz: rejection
region (critical region) and acceptance region (Region of non rejection).
If the observed value of a test statistic falls in the rejection region,
Ho is rejected. If it falls in the acceptance region, it is not rejected.
It is to be noted that if the observed value falls in the acceptance
region, it does not prove the hypothesis , it simply fails to disprove it.

Type | and type Il errors

In testing a hypothesis two kinds of errors are likely to be committed.
They are Type | and Type Il errors. If null hypothesis is rejected when
it is actually true, then such error is called Type | error. On the other
hand, if null hypothesis is accepted when it is false, then Type Il errar
is committed. This is summarised in the fallowing table :

Table 1 : Statistical decision table

Actual situation Test decision
Accept Ho Reject Ho
Ho true Correct decision Type | error
probability = 1 - @ probability = @
Ho false Type Il error Correct decision
N+ probability = & probability = 1 - B

In order that any test -of hypothesis to be good, it -must be so designed
s to minimise both the errors i.e. minimise both @ and B
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for a fixed sample size it is difficult to minimise both @ and B ,
as an attempt to decrease one may lead to an increase in the other.
It is customary to fix a at a predetermined level and choose a test
procedure that minimises B i.e., & is prefixed in a test and B is mini-
mised. Thus, we run the risk of rejecting a true Ho 100 @ % times
but reduce B , the acceptance of false Ho to minimum. Test criterion
are developed on these principles.

Level of significance

In testing a given hypothesis, the maximum probability with which we
would be willing to risk a type | error is called the level of significance
of the tests. In other words, it is a8 way of quantifying the amount
of risk one wants to take in rejecting a true hypothesis. Usually 5%
or 1% levels of significance are chosen. These levels, however, depend
on the gravity of the risk vis a vis costs of decision making. To illustrate,
suppose 5% level of significance is chosen in designing a test of hypothesis,
then there are about 5 chances in 100 that the hypothesis is rejected
when it should be accepted, i.e. one is 95% confident about the right
decision.

Degrees of freedom

The number of independent observations available from the data for
estimation of a particular parameter or a quantity is called the 'degrees
of freedom'.

It can be calculated by deducting from the number of observations, the
number of constants that are calculated from the data. For instance,

the estimate of population variance based on a sample of 'n' observations
is given by

o T (X, -

n-1

In this case the constant (parameter), population mean, is estimated b

theumhmmtﬂum.dem1lmmtdalmnhnﬂ.m
timsz'n“togummotimmmmmmf
of S will be n-1.

T e

|
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9. 3. Tests of hypothesiz for large samples

9.3.1 Introduction
If a sample of size n is drawn from & normal population with mean
m and standard deviation , then sample mean x is also distributed
as normal with mean m and standard deviation . This proposition
holds good even if the population from which the sample is drawn is
not norma_l_ provided the sampie size is large (see central limit the(gem
7.4). As x~is distributed with mean m and standard deviation ——'
the standard normal variste is given by /'n

Z s Zom
Uy

Hence, -under the hypothesis

H0 : m = mo, the test statistic
X - mo
Z = ~——— is also a standard normal variate.

e/j;"

If x, and x, denote the sample means based on n, and n_ observations
from popula%ions with means m, and m_ and standard deviat_i_ong_
and O respectively, then, from 7.2.2 standard deviation (error) of (x 1-xz)

is given by
2 2
TV B
n, n,.

Mean of (;x-1 - ;2) is given by (m1 - mz)
(:’(1 - iz) - (m1 - mz)

Hence, Z =

U1z+ 022
"3 "2

is @ standard normal variate. Under the hypathesis
Ho : m, =m, e, (m -m,) =0,
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:
y 4 = 2
2 2
o * g
Ny M .

The above discussions can be generalised as follows :

Suppose under the null hypothesis, the sampling distribution of S is normal
with mean m, and standard deviation oy then the standard normal
variable is given by

S-m
z : 3

a

s

The area under the normal curve between m - 1.96 0 and m + 1.96 ¢
.is 0.95 (see 6. .3.1). Hence, in the case of standard normal variable
which has mean zero and variance 1, the area between - 1.96 to 1.96
will be 0.95. This, if the hypothesis is true, Z value computed from
the sample will be between - 1.96 to 1.96 with probability of 0.95.
On the other hand if computed value of Z lies outside the range
- 1.96 to 1.96, it can be concluded that such a sample would arise
with only probability of 0.05, if the null hypothesis was true. In this
case it is infered that Z differs significantly from the value expected
under the hypothesis and hence the hypothesis is rejected.

In the tests involving normal distribution, the set of values of Z outside
the range - 1.96 to 1.96 constitutes the region of rejection or critical
region (Fig. 1).

0O

ritical
egion

Critical
region

-

0.025 0.9%

A

-1.96 0 +1.96
Fig. 1. Critical region, 5% level of significance

0.025
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in the above discussion 5% level of significance was used. As mentioned
earlier any level of significance (see 9.1.5) can be used. if 1% level
of significance is used, the region of rejection will be outside the range
- 2.58 to 2.58 (Fig. 2).

Criticali ! Critical
region | region
0.005

: +2.58
Fig. 2. Critical region, 1% level of significance

One tailed and two-tailed tests

If the null hypothesis Ho tm = m_is tested against H1 tm ¢m° {which
implies m < mo oo m > m ), then the interest is on extreme values
of Z on both tails of the di&ribution. In such cases the critical region
is on both the sides as shown in Figs. 1 and 2. Tests applied for such
situations are called 'two-tailed' tests.

if the null hypothesis H : m = m , is tested against H, : m > m ,
then the interest is in the extreme value to one side of the mean.

Critical
region
0.05

A

0 »1.645
Fig. 3. One tailed test
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In such cases the critical region will be to one side of the distribution
as shown in Fig. 3. Tests applied to -such situations are called 'one
tailed' tests. It is to be noted that the critical value of Z at 5% and
1% level of significance for one tailed test are 1.645 and 2.33, whereas,
these values are 1.96 and 2.58 for two tailed tests.

Test for single mean

Let Xqr Xy o000 xn be the values of a variable X, in a fandom sample
of size n from a population with mean m and variance 0 . On the basis
of this sample, the hypothesis regarding the value m is tested. The
null hypothesis tested is,

H tm=zm,
[¢] o

where m, is a specified value.

The following test statistic is computed
(x - rr.o) vn

o)

Z =

where x is the sample mean.

o If] Z|> 1.9, reject H_at 5% level of significance.

o 1| Z|> 258 reject h, at 1% level of significance.

Example 1

A random sample of 144 fishes drawn from a certain species showed
a mean length of 28 cm. Can this be considered as a sample from a
population with mean 30 cm and standard deviation 16 cm?

Arswer =

H ¢+ m=30 =X
[+]

Test statistic used is

zZ = (x - m)¥Yn

)
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(28 - 30) Y144
16
-24

—_— 2 =15

16

"

Sincel y 4 | < 1.96, Ho is not rejected.

Example 2

A company used to manufacture nylon twines with mean breaking strength
of 3.5 kg and standard deviation 2 kg. The company now claims that
by a newly developed process the mean breaking strength can be in-
creased. A sample of 64 twines taken from this new process, gave mean
of 4 kg. The standard deviation of the new process~is assumed to be
the same as the old process. Can the company's claim be accepted
at 5% level of significance?

Answer e X
H H m= 35

[+]
H 1 : m > 35

The test statistic to be computed is
(x-m) _ _(4-35) v

Z = -
N n 2/f64
2 0.5 x 8
2
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As] Zz I > 1.645, the null hypothesis is rejected. Hence, the company's
claim can be accepted.
Tests for equality of two population means

Let X  be the mean of a sample of size n from a population with
mean m_ and standard deviation & and let X_  be the mean of another
sample of size n, from a population with mean m_ and standard deviation

. To test the equality of population means the following null hypothesis

is set up ¢ .
Ho : m, = m2
The test procedure is to calculate,
X, - X
Z = —1'- 2
8/ 2
n. T n
1 2
] 2 | > 1.96 reject Ho at 5% level of significance.
M, 2 ’ > 258, reject Ho to 1% level of significance.

if O and T, are not known the sample stendard deviations are used
to estimate them.

Note : I the samples have been drawn from populations with common

‘standard deviation then ©
X, - X,
P . 1 2
‘ ( LI . )
n, n, s
Example 3 \/

The mean length of 100 fish caught by sampling gear A was 8 cm
with standard deviation of 2 cm, whereas the mean length of 120 fish
caught by sampling gear B was 8.5 cm with standard deviation of 2.2 cm.
Is there significant difference between the lengths of fish  caught
by the two gears at 5% level of significance?
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Answer

Ho : There is no significant difference between the length of fish
caught by the two gears.

Z Ry = Xy

@% + 22t
100 120
- 0.5
4 - 4.84
100 120

- 0.5
\[ 0.04 + 0.0403

"

- 0.5

\I 0.0803

- 1.7645

Sincel Z I < 1.96 and also 2.58, Ho is not. rejected at 5% and 1%
level of significance.

Tests of hypothesis for small samples (n < 30)

When the size of the sample is small, the distribution of various statistics
are far from normality and hence tests of hypothesis based on normal
variaste cannot be applied. In such cases tests of hypothesis based on
exact sampling distribution of 't' and 'F' are applied. When applying
these tests it is assumed that the population from which the sample is
drawn is normal.
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9.4.1 The t - distribution

The t - distribution is a sampling distribution derived from the parent
normal distribition. This distribution is symmetrical about the mean but
is slightly flatter thmﬁigmﬁﬁrdm[ibutim. Unlike the normal distribu-
tion it will be different for different size of the sample 'n' or the degrees
' of freedom n-1. When
the size of the sample
is very small { < 30),
the t - distribution
markedly differs from
normal distribution,
but as n increases the
t - distribution resembles
more and more a normal
distribution (figure 4 ).
The values of 't' have
been tabulated for
-4 3 -2 41 0 1 2 3 L different degrees of
t freedom at different
levels of significance

Fig.4. Students t distribution for varying  (Fisher and Yates, 1963)

degrees of freedom (df)

Test of hypothesis based on t distribution are discussed below :

9.4.1.1 Test for single mean

Lee. X, X, « « . X be a random samp&e of size n drawn from a
normal population with a\ean m. Let x and S denote mean and variance
of the sample. To test the hypothesis Ho : m = mo the following test
procedure is used :

Compute

> . B
t = _Q‘_;S__O___ W where S s\[ S
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This t follows t distribution with n-1 degree of treedom.

Iil t I > the table value of-t at 5% level of significance, then reject
Ho at 5% level of significance.

If‘ t ‘ > the table value of t at 1% level af significance, then reject
Ho at 1% level of significance.

Example 4

A sample of 25 fingerlings drawn from a rearing tank showed a mean
length of 75.8 mm and standard deviation of 10 mm, Is the data consistent
with the claimed mean size of 80 mm?

2
o

Ho : Sample is drawn from a population with mean B0 mm.
- Calculate
(X - mo) N1
t = —
S

¥ (75.8 - 80) 25

¥ 10

= ________(-0.2)5 g = 2.1

10

The table values of t with 24 degrees of freedom are 2.064 at 5%
_and 2,797 at 1% level of significance. Since‘ t | 5 the table value of
t at 5% level Ho is rejected at 5% level but as| | < the
table value of t at 1% level, Ho is not rejec d\f‘ 1% levei of significance.
-
9.4.1.2 Testing of difference between two means (population variances assumed
equal)

Let X and S, be the mean and standard devigtion of a sample of size
n, from a normal population with mean m_ and jet ¥ and s2 be the mean
and standara deviation of ancther sample of size n from a normal
populstion with mean m_. To test whether the popuigtion Mméans
differ significantly, the fo%lowing null hypothesis iy set up's
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Ha

m1=m2

To test Ho, calculate,

X - Y
t s 2

1 1
$!‘q e

which is distributed as t with n‘l + n, - 2 degrees of freedom.

S in the above expression is computed using the formuls

\\ I x-%%+ 2 (y-V°

i n, + 2
1"
2 2 A\
=J( (n1-1)51 +(n2-1)52) -
n, + n2 - 2
Hl t | > the table value of t at"the specified level of significance,

reject the hypothesis at that level.
Example 5

Weight was recorded separately for male and female one year old fish
of species A. The mean weights of males and females are :

Sex Sample Size Mean weight (g) Variance
Male 9 70 25
f emale 1" 61 16

Is there real difference in the average weight between the sexes?
Answer
Ho : Samples come from the populations with the same mean. In other

words, there is no significant difference between the mean weights
of males and females.
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To test the null hypothesis, calculate,

X-¥
x =
S 3 + :
n, n,
Given,?(: 70,7: 61
Sz= 25,52 = 16

2

First, calculate

3 ' 2
(n1 -1) S1 #(nz- 1) SZ

S -
n1¢n2-2
- \fﬁxZSi‘\Ox‘.b 5
18 '
_\\ 200 + 160
B 18

"
F
&
~

Therefore, t =

"
~—~
rS
>
~
o

ol

+
_.l
-

S——

9

(4.47) 20
99

9

(4.47)  0.202

) 9
= = 448
® Taa7) (0.6456) 2.009




9.4.1.3

106

The table value of t with 18 degrees of freedom is 2.101 at 5% and
2.878 at 1% level of significance. Since| t I ? the table values of
t at 5% and 1% level of significance. Ho is rejected i.e., there is signifi-
cant difference between the mean weights of males and females.

Test of difference between two means of correlated observations (paired
t - test): When the two samples of equal size are drawn from two
normal populations and these samples are not independent, then the
“paired t .test is used. Dependent samples arise, forf instance, in experiments
another condition, so that there will be two observations for tHe same
individual. Let n be the size of each of the two samples and d_, d2
o s s s s dn— the difference between the corresponding members o? the
sample. Let d denote the mean of differences and S the standard deviation

of these differences.

The null hypothesis to be tested is

Ho:m1=m2

where m, and m2 are means of 1st and 2nd population respectively.

To test this hypothesis, compute,

_ . _{d) vm
S

It is distributed as t with (n-1) degrees of freedom.

If I t I > the table value at the specified level of significance, reject
Ho at that level.

Example 6

The following table gives the marks obtained by 9 students in two
tests, one held at the beginning of a year and the other at the end
of a year after intensive coaching. Do the data indicate that the students
have benefitted by coaching?
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Answer

Ho : coaching has no effect.

Student 1 2 3 4 S 6 7 8
Test 1 55 60 65 715 49 25 35 18 61
Test 2 63 70 70 81 54 29 32 21 70
Difference (di) - 8 10 5 6 5 4 -3 3 9
Z di z 47
diz 64 100 25 36 25 16 9 9 B8l
Ldic = 365
- di 47
d sI~—= —— = 552
»
S J 1 ( ¥ (Zd)2
n-1 Lot - n )
. J 1 wn, = \[ 1 2209
3 i 2 08 -
1 119.56
= \1 ——8—(365 - 24544 = V -
14
= ,S 14.945 = 3.866
1d)
Therefore, t = —(-%-?—-
§ 3.866 - 3.866
15.66
3 T

The table value of t with 8 degrees of freedom is 2.306 at 5% level
of significance and 3.355 at 1% level of significance.
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Sincel t ‘ > the table value of t at both 5% and 1% level of signi-
ficance, Ho is rejected. In other words it is concluded that the coaching
has benefited the students.

Confidence limits for population mean m

In chapter No. 8 computation of confidence limits for population mean
m, based on large samples using normal distribution was discussed. It
was pointed out there that for samples with size less than 30, 't' distri-
bution is used for computing confidence limits. The formula for computing
confidence limits using 't' distribution is as follows :

Upper limits = X+t >
\I n
. - S
Lower limit z X -t
\l n
Where X stands for the sample mean
S stands for sample standard deviation
n stands for sample size
t stands for the value of t with n-1 df which can be obtained
\  from the table of t values, at 5% or 1% level of significance

depending upon whether 95% or 99% confidence limits
are computed.

Example 7

Following data refer to catch (in tons) per haul of one hour duration
in @ trawl survey ofi a certain coast.

1.2, 2.5, 1.0, 4.0, 3.0, 2.8, 0.6, 3.4, 2.5, 2.0

Compute mean catch per hour and also 95% confidence limits for catch
per hour for the coast (population) under survey.
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Answer

95% confidence limits are given by

- S

x & L
\ln

To calculate these confidence limits the following computations are

to be made :

Haul No. : 1 2 3 4 9 6 T 8 9 10 Total
Catch/hour :
(x) 1.2 2.5 1.0 4.0 3.0 2.8 0.6 34 2 2.5 23.0
XZ 1.44 6.25 1.0 160 9.0 7.84 0.36 115 4.0 6.25 63.7
- 23
Mean, X = 1—0 = 2.3
o2 1 T x2 (Z x)z) 1. 1080}
» = ( = R = 3 80
= 1.20, Hence, S = 1.0954

From 't' table, the value of 't' with 9 d.f. at 5% level of significance
is 2.2620.

¢ _S_ . (2.262) (1.0954) . 0.7835
J n \'10 "
S.

Hence, upper limit = X + t =
Vl‘l

2 2.3 + 0.7835
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Lower limit

2.3 - 0.7835
1.5165

Thus mean catch per hour is expected to be between 1.5165 and 3.0835
tonnes.

The Chi-square (XZ) distribution

Theoretically, the Xz distribution can be defined as the sum_af_ squares
of independent normal variates. If X_, X_, ----, X are n independent

standard normal variates, then sum of squares of these variates,

2 2 2 2
X # X - v enen X follows the X distribution with n degrees

n
of freedom._The shape of X"~ distribution depends on n, the degress of
freedom which is also its mean (Fig.5). When n is small, the X" distribution
is markedly different from normal distribution but as n increases the

shape of the curve becomes more and more symmetrical and for n >30,
it can Bé  approximated

y N ‘ Va2 by a _normal distgip@_i_gn.

05 j . 24> The values of X  have
been tabulated for different

04 . \
dt=2 / =y
” 1 \\Q \ degrees of freedom at

0.3 BE————— y
»" different Tevels of probabi-

A2 7 lity. (Fisher and Yates, 1963)

01} s df =10 e

Z‘GB'OIZILIGiCZU'z

Fig & Chi-square distribution for different degrees of freedom (df)

Most data on biological investigations can be classified either as quantita-
tive or qualitative (attribute) data. The statistical procedures discussed
so far apply mostly to quantitative data. There are many instances in
fisheries research, wherein attribute data describe the phenomenon
under investigations more .Lpdequately than quantitative data. The
chi-square test based on X~ - distribution is commonly -used for nn‘_!bqsi_a

of attribute dqta.
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Test for fixed-ratio hypothesis

Many investigations are carried out to verify empirically some biological
phenomena that are expected to occur under some given assumptions.
For instance, a ratio of 3:1 is expected to occur in the f_ generation
of a cross between tall! and dwarf plants. Whether this hypothesis of
3:1 ratio is substantigted by the actual observed data can be ascertained
by X~ - test. This X test can be applied to test any fixed ratio hypothe-
sis provided the expected ratio is specified before the investigation
commences.

if 0 refers to observed frequemcy and E refers 50 the expected frequency
based on the expected ratio hypothesns. then X  is computed as follows:

2
X2 ) .f (Oi~ Ei)
] £
1
2
o lﬁ Oi oy T ()]
1§

where n is the total number of observations and k is the number of
classes. The X  in (I) has k-1 degrees of freedom. In this test the expec~
ted frequency of each class should be more than 5. If any such frequency
is small adjacent classes may be grouped, so that the expected frequency
is more than 5,

if the calculated vaiue oixz is greater than the table value of xz
with (k-1) df, at specified level of significance the null hypothesis
of specified ratio is rejected.

Example 8
A sample of 500 fish observed for determining the sex ratio, indicated

that 230 were male and 270 female. Do the observed data fit the expec-
ted ratio of 111 ?
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Answer
Ho : The observed data fit the ratio 1:1.

On the basis of this hypgthesis of 1:1 ratio, 250 fish are expected in
male and female classes. X is calculated as follows :

Sex Frequency 2 OIz
Observed Expected Oi Ei
(0i) (Ei)
Male 230 250 52900 211.60
Female 270 250 72900 291.60
T oyfal 503.20
2
g ; Oi
= z -
x g "
= 503.2 - 500 , :

= 32

The table value of X2 with 1 df at 5% level of 2sign"icnnce is 3.841.
As X computed is less than the table value of X', the hypothesis (s
, nat! rejected.

9.5.2 Goodness of fit test for probability distributions

Another important application of X2 is in testing if a set of quantitative
data follows a specific probability distribution. In this test actual frequency
in each category (or class interval) are compared with the frequencies
that could be theoretically expected if the data followed the hypothesized
probability distribution. To perform this test following steps are followed :

(i) Hypothesize the probability distribution to be fitted.

(i) Values of each parameter of selected probability distribution
is estimated from the given data if not specified.
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(iii) Theoretical frequencies for each class are estimated based
on the hypothesised probability distribution.

(iv) The following chi-square test statistic is computed
k 2
xz B Y v o 8
¢

It has (k-1) df, where k is the number of classes.

(v) If the expected frequency of any class is less than 5, the adja-
cent classes can be grouped to form a class, so that expected
frequency is moare than 5.

(vg If the expected frequencies are calculated on the basis of
certaly parameters estimated from data, the degrees of freedom
for X” is not (k-1) but is decreased by the number of parameters

estimated.
(vii) If Xz computed in step (iv) is greater than the tabular value of
x2 with (k-1) df at specified level significance, the null

hypothesis that selected probability distribution is a good fit
to the given data is rejected.

Example 9

Test whether the data on number of animals per square of & particular
species of plankton given inexample 5 of chapter & follows poisson distri-
bution.

Answer

Ho : Number of animals per squltg of a particular species of plankton
follows Poisson distribution.
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Expected frequencies using Poisson probability distribution have already
been computed in examplg 5 of chapter 6. Hence based on observed
and expected frequencies can be computed as outlined below :

x 0, E, 0?
1 1 1
i
0 30 33.29 27.04
1 42 36.62 48.17
2 18 20.14 16.09
3 8 7.38 8.67
4 2 ' 2.03 1.97
Total 100 101.94
v 2
x2 o,
=L — -n
E.
1
= 101.94 - 100
= 1.94

As the mean m of the distribution is estimated from the sample, number
of degrees of freedom = k-1-1 = 3.

The table value of X2 with 3 df at 5% level of significance is 7.815

Since X2 = 194 <  7.815
The null hypothesis is not rejected.

xz-tmmhdepmdmoumiunahzchmkmytm '\

Suppose that an attribute data of size n is classified according to two
attributes, say, A and B and the attribute A is further subdivided into
two classes A1 and A, and the attribute B into B, and B,. Such attribute
data can be presented in the form of a table called 2 x 2 contingency
table as shown below.
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Table Z ¢ 2 x 2 contingency table

81 a b a+b
52 c d c+d
Total a+c b+d a+b+c+d = n

Hp : The two attributes A and B are inde;’sndent. It is tested by the
X test. A simple formula for computing X of a 2 x 2 contingency
table is given by,

/{ n (Bd - bC)z

- ® (a+b) (c+d) (a+c) (b+d)

Where a, b, ¢ and d are cell frequengies of 2 x 2 contingency table
and n is the total frequency. This X has 1 degree of freedom. If,
the expected cell frequencies are large, the discrete distribution of
probabilities of all frequencies approximate to normal distribution. This
approximation holds good fairly well when the degrees of freedom are
more than 1 and the expected frequengy in the various classes is not
small. As the _degrees of freedom of X statistic of 2 x 2 contingency
table is 1, X approximation in this case will not be satisfactory and
leads to over estimation of significance. This is corrected by the method
suggested by Yates which is known as 'Yates correction'. The correction
consists of adding 1/2 to the observed minimum frequency aanLdiusting
the other cell {requency for the observed marginal totals and then
computing the X . Formula for X~ using the Yates ccrrection in a 2 x 2
contingency table is given by,

N St n(Iad-bcl-Lz)z
(a+b) (c+d) (a+c) (b+d)




116

This correction is suitable when the expected frequency of classes is’
less than 5, but estimation with correction can do no harm even when
the frequencies are large. Hence it is always better to use the correction
as a matter of routine.

Example 10

In a series of experiments to test whether advanced stages of Myxcobolus
infection is cured by lime treatment, the following observations were
found :

Not cured Cured Total

Lime treated H B6 14 100
Untreated (control) : 88 12 100
174 26 200

Test whether lime has any effect in curing the infection.
Answer

Ho : There is no association between lime treatmenf and the curing
of infection.

’ -
X2 _ n (ad - be)
(a+b) (c+d) (a+c) (b+d)
where @8 = 86, b = 14, ¢c = B8, d = 12
x? = 200 (86 x 12 - 14 x 88)°  °
100 x 100 x 174 x 26
2
200 (200)
10000 x 174 x 26 1 .18
)(2 with Yates correction
W2 : ol ad=bel - %)2 200 (|B6x12-14x88|-'2'20£)2
(a+b) (c+d) (a+c) (b+d) 100 x 100 x 174 x 26

H 0.0442
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2
Since X~ calculated (with and without Yates correction) is Jess than
the table value (3.84 at 5%, 6.64 at 1%), Ho is not rejected.

Computation of xz in r x c contingency table

The r x ¢ contingency table is an extension of 2 x 2 contingency table
in which the data are classified into 't' rows and 'c' columns (table 3),
In this table the frequencies which occupy cells of the table are called
'cell frequencies' whereas row and column totals are called the 'marginal
frequencies'.

Table 3 : A r x c contigency table

B
A\ . 81 82 . B' ++ Bc Total
A1 ’ 011 012 .. 01 .- 01c (A‘l)
AZ 021 022 .. 02j .. 02c (Az)
A' o1 012 .. 0ij . Oic (A.)
Ar 0Or1 0r2 .. O .. Orc (Ap)
Total (Bl) (82) & (%) .. (BC) n

As the table consists of 'r' rows and 'c' columns, there will be r x ¢
observed frequencies, one in each cell. Corresponding to each observed
frequency, there is expected frequency, computed based on certain hypo-
thesis. Under the null hypothesis of no relationship or of independence
between the attributes, expected frequency of each cell is computed

P
Lo

'
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by muitiplying totals of the row and column to which the cell belongs

divided by the total number of observations. For instance, the expected

frequency of the cell in 1st row and 2nd column is obtained by multiply-

ing the 1st row total (A,) with the 2nd column total (B, ) and then

dividing by the total number of obseryations, 'n'. After caFculating the

expected frequencies for each cell, X is computed using the formula,
2

2 Oi
X - e
. Ei

which has (r-1) (c~1) degrees of freedom.

Example 11

In a fish tagging experiment, the length frequency of tagged fishes and
recoveries were as under. Test whether the length distributions can
be accepted as same?

Length group (cm)
10-20 20-30 30-40 40-50 50-60 Total

Fishes tagged 108 140 256 358 1M 1000
Fishes recovered 9 15 28 40 8 100
Answer

Ho : There is no change in the length distribution

Length (cm)
10-20 20-30 30-40 40-50 50-60 Total

Fishes tagged - 108 140 256 385 M 1000
Fishes recovered 9 15 28 40 8 100

Total : 117 155 284 425 119 1100
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statistic the following computations are to be ma:e:

Observed frequency (Oi)

Expected Frequency (Ei)

m2

Ei

1o

3

5.

7

10.

108

140

256

385

111

15

28

40

- 1000 x 117

1100

1000 x 155

1100

1000 x 28B4

1100

1000 x 425

1100

1000 x 119

1100

‘IDOE x 117

1100

10008 x 155

1100

100@" x 284

1100

1000 x 425

1100

1000 x 119

1100

n

"

106.36

140.91

258.18

386.37

108.18

10.64

14.09

25.82

38.63

10.82

109.66

139.10

253.84

383.63

113.89

7.61

15.97

30.36

41.42

5.92

Total

1101.40

2
T Oi

- N

Ei
1101.40 - 1,000 =
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Table value of XZ

with

the calculated value of X
hypothesis is not rejected.

120

df at 5% level of significance is, 9.488. As
is less than the table value of X , the null

Test of hypothesis about a population variance

Let x_,

X wemee——— X

be the values of a variable in a random sample

n " "
of size n drawn from a normal population with variance 0,

The null hypothesis to be tested is, Ho :12“'z

specified value.Test statistic used is

2 (n-1) S -
X g So—eteie
o2
2 : 2
where S is the sample variance, X
X~ with (n-1) df.

If alternative hypothesis to be tested is

(a)

(b)

(c)

Example

2 £02

H ‘o o

1

then reject Ho if

2 2
xcal > % “/2
b :m2 > @ #

1 o

then reject Ho is X2

H:Gz < o2,
0

1
reject Ho if X2 <

12

or X2<

>X2
@<

x2

1-x

in equation (I1)

ol ]

s 05, where 0(;7' is 8

is distributed as

A market survey conducted on 50 house holds, indicated that the average
expenditure of house holds is Rs.40 per week on purchase of fish with
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standard deviation of Rs.22. Can this data be considered as a sampie
from a population with variance of Rs.400, at 5% level of significance?

Answer
H 2

o : o 2 = 400
H’ t q £ 400
Test statistic to be computed is

2
XZ : (n-1) (S)
. 2

(50-1) (22)
400

49 x 484
400

59.29

-

: . 25 ol 2 2
Reject Ho if, X X 0.025 ©OF X X 0.975

Otherwise do not reject it

For 49 df, Xz v/ = 70.222 and Xz g 31.555

——— 0025 0.975

As XZ lies between 31.555 and 70.222, Ho is not rejected.
W

The F distribution

Tgeoreticnlly F distribution can be defined as the ratio of two independent
X~ variates with n_ and n_ d.. The shape of F distribution completely
depends on n, and n_. As n, and n_ increase without fimit the F distri-
bution approaches a normal distribution, If n 4 * 1 n,, lincreases without
limit, '3 follows the t distribution. ie., F = t". lzhun F distribution
embraces wide ranges of distributions like normal, X~ and t and lends
itself to a large number of applications. Two important uses of 'f’
are. 'testing equality of_two_variances’ and 'testing the equality i f:f_'_'
means'. To arrive at significance, computed value of F has to be compared
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with the table value
of F. The values of
F tabulated for different
degrees of freedom and
levels of significances
are available (Fisher
and Yates, 1963).

Fig.6. F Distribution o« F

9.6.1

F test for testing equality of two variances

: 2
of a sample of size n,. To test the null hypothesis Ho : U e

population variances are equal, the  following test procedure is used :

2 2
Let S,  be the variance of a sample of size n, and S bE the vag’ence
(e} = i

s 2
Compute : F = e I
2
S2
1 =
N—-T Z (x - !)2
s 1
1 -3
n_ -1 : y - y)
2
This follows F distribution with n, — 1and n, — 1 degrees-of freedom.

Generally larger sample variance is taken in the numerator while comput-
ing F.

Computed value of F is to be compared with F with n, =1 and n_ -1
degrees of freedom at the desired level of significance to draw conclu-~

sions. If Fcal L 7 table’ reject Ho at the selected level of significance.
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Example 13

Data on daily fish landings recorded for 30 days in a landing centre
showed variance of 60 kg whereas landings recorded for 25 days in
another centre showed variance of 40 kg. Test whether the variability
of daily fish landings is the same in two landing centres?

Answer
Ho H Population variances are equal.
2
F s S1 = -ﬁ e 1.5
— 40
s 2
2

Compare this value with the tabie vaiue of F with 29 and 24 degrees
of freedom. Table values are,

£ s 194 « « « ot 5%
= 258 ... at 1%
Si the calculated value of F is less than the table values of F, Ho

is/not rejected at 5% and 1% level of significance.

test for testing equality of several means (Analysis of variance
technique) ANOIA

The t test enables us to test the significance of the difference between
two populatis ineans. If there are three or more means, then to lest
whe'her these have come from the same population or not, the f—les(’
i, used and the method is generally referted to as ‘Analysis of Variance

technique.

-~ it is a systematic procedure of splitting the total variation into a numbet

‘of components, each associated with a possible source of variability.

This is done with the objective of assessing the relative
of different sources of variability.

importance
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If the data is classified according to one attribute, the resulting table
is called one way table and the analysis of variance applied to this set
of data is known as ‘analysis of variance - one way classification'
or 'one-way analysis of variance'. If the data is classified in the form
of 8 two-way table, then 'analysis of variance - two way classification'
is applied. Thus the form of analysis of variance depends upon the
nature of investigation from which the data are collected.

One-way analysis of variance is discussed here to explain the basic
principles of this technique.

Let there be k classes (samples) A1, A2 « s s+ A drawn from normal
populations with mean m_, m_, . . . . . m respectively with common
variance O . Let n, denote the number of observations in the ith sample,
such that i ni = n, the total number of observations.

The following mathematical model is assumed for the analysis.
X. =M+ 8 + €,
i i ij

where X denotes the jth observation in the ith class (i = 1, 2 . . .
..k,;='1.2.....ni). h

m is the general mean

ai is the effect of ith class .

e are in?pcndently, normally distributed with mean zero and
vuriance o,

The null hypothesis to be tested is,

Ho : M, 2M, Zcsees =
1° M "

The values of ‘ii differ among themselves due to

(i) Variation from class to class
(ii) Variation within classes
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The analysis of variance splits the total variation I (x, - -"-)2 into
components due to each of the sources of variability men“ioned above.
Sum of squares (SS) and the number of degrees of freedom (df), are
computed for each of the sources. Dividing the SS by the corresponding
df, variances (mean squares) of the respective components are obtained.

n (% - 0 (i
Mean square between classes = * i i e

k-1
where ;i is a mean of the ith class and x is the _grand mean.

L Og-%) e (V)
n-k

Mean square within classes =
(Error mean square)

When the null hypothesis is true, the variance estimates of the two
components given in (Ill) and (IV) are estimates of the same quantity,
the population variance. As the two estimates are independent of each
other, they may not give the identical value, but they are expected
not to differ significantly, when the null hypothesis is true. Thus testing
the rull hypothesis of equality of several means, is equivalent to testing
the equality of these two variances. As discussed earlier (see 9.6.1),
" the equality of two variances can be tested by F ratio. Hence, the
null hypothesis is tested by computing the following statistic :

¢ © . w» -Mean square between classes \/\Q\, ;_O A (—\.. -~ \LWA

Mean square within classes

Compare this computed value of F with the table value of F with (k-1)
and (n-k) df at a desired level of significance. If F calculated > F
table, Ho is rejected. Rejection of hypothesis means that classes (samples)
come from populations. with different means.

The results of analysis of variance are usually summarised in the following
table called 'Analysis of variance' (ANOVA) table :
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Table 4 : Analysis of variance table

Source of variation daf SS MS F
S
Between classes k-1 S1 1 =, M1
k-1
S M
2 = M F = 1
Withi ¥ ey /B
ithin classes n-k 52 -~ 2 v
2
Total n-1

The analysis of variance technique forms the basis of analysis of experi-
mental designs discussed in Chapter No. 12. For worked out examples
readers may refer to Chapter No. 12.
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Chapter 10

CORRELATION AND REGRESSION

~3

Introduction

The statistical methods discussed so far are primarily intended to describe
a single variable i.e., univeriate populations. In this chapter the techniques
that are useful in studying the relationships that exist when the data
on two or more variables is available, are discussed.

uf‘ on the same individual, data on two variables say X and Yare listed,

it is called a bivariate population. In this bivariate population, for every

value of X, there is a corresponding value of Y. By treating these vari-

ables X and Y separately, measutes of central tendency, dispersion etc.,
can be worked out. In addition to these measures it may be of interest
to study the degree of relationship existing between the variables and
the nature of their relqtumghnp. The study of the former aspect is referred
to as 'correlation’ and the latter as 'regression' analysis.

Scatter diagram

If X and Y denote the two variables under study, the scatter ciagram
is obtained by plotting the, pairs of values of X and Y taking, variables
on w This diagram gives an indication of whether
the variables are related and if sq, the possible type of line or estimating
equation which can describe the relationship. R

If the scatter of points indicates that a line can better fit the data,
then the relationship between the variables is said to be linear. Scatter
diagrams in Fig. 1 and 2 are examples of linear relationship. In fig. 1,
X tends to increase as Y increases, the relationship between the variables
is said to direct and linear. In Fig. 2, X decreases as Y increases, the
relationship ‘between the variables is said to be inverse. _and linear.



128

X X
Fig. 1 : Direct linear Fig. 2 : Inverse linear

If the scatter of points indicatesthat a curve can better fit the data,
then the relationship between the variables ic said to be non-linear
or curvilinear. Some curvilinear relationships are shown in Figures 3
and 4
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If the scatter of
points is as shown in
Fig. 5, then there
is little or no relationship
between the variables.

Fig. 5 : No relationship
Simple correlation

It is a statistical tool to study the degree of asscciation or relationship
existing between two variables, when the relétionship is linear or ngprbxi-
mately linear. The degree of relationship is quantified by.a coefficient
called the 'Karl Pearsons product moment correlation coefficient' or
simply the 'correlation coefficient.' It is denoted by r. The working formula

for r is given by (L X)(Z v

Ly - .

r = ————
J(sz ():x)z)(zvz (v’ )

B n B n

In the above expression, X and Y denote the measurements on variables
X and Y, n is the number of pairs of observations i.e. the sample size.

Properties of correlation coefficient

1 It is a pure number without units or dimensions.

(2) It lies between -1 and 1 i.e.. -1 € r €1

(3) The correlation coefficient is independent of the origin and
the scale of measurement of the variables.
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The variables are said to be positively correlated if r s posm and
negauvely correlated if 1 is negative. | Poumve correlltmn mducates that
the change in 2 variables is in the same dlrection, i.e., as one increases
‘the other increases or if one decre_gses the other decreases.—N'egahve
‘correlation  indicates that “the variables change in opposite direction
i.e., @ one increases other decreases. Ty
qw:en r = +1, there exists a strict linear relationship and the carrelation
tween the variables is said to be perfectly positive. When r = -1,
the relationship is linear and correlation between the variables is perfectly
negative. The correlation coefficient equal to one (either positive or
necative) indicates perfect correlation between the variables. Perfect
correlation rarely occurs in biological data though values as high as
0.99 have been obtained in some casses. The closer the value of the
" coefficient to one, the greater is the intensity or the degree of ociation
between the variables. Values of r near zero may arise When there is
no relationship or when there is real relationship but it is not linear.

-
Example 1
The total length and standard lengths of 15 fishes of a particular species
were measured. Work out the coefficient of correlation for the data
given below :

= *
:im number § 2 3 4 ¥ 78 9. W3 12

Tolﬂ length 110 104 114 119 145 116 124 161 175 135 145 171
(mm)

%

Standard length 83 B0 85 91 113 85 ‘4 110 184 102 115 130
(mm) »

Fish number 1388 -5

Total length 155 167 160
(mm)

L 4

Standard length 172 125 121
(mm)
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7736.94) (47324

Answer
X Y Xy x? y?
Y 110 83 9130 12100 6889
2. 104 80 8320 10816 5400
3. 114 85 9690 12996 7225
4. 119 91 10829 14161 8281
Se 145 113 16385 21025 12769
6. 116 85 9860 13456 7225
7s 124 94 11656 15376 8836
8. 141 110 15510 19881 12100
9. 175 134 23450 30625 17956
10. 135 102 13770 18225 10404
T 145 115 16675 21025 13225
12. 171 130 22230 29241 16500
13. 155 119 18445 24025 14161
14, 167 125 20875 27889 15625
15. 160 12} 19360 25600 14641
Total 2081 1587 226185 296441 172637
X Y
2y . (X3 ZY)
I = n
2 2
\l(z 2. LX) y(zy2 (1Y )
n N
1) (1587)
226185 ———_—(2081) (
) 5
S " 3
1587
\f(z%un s ———-—)(2:1:1) (172637 - S, 185) )
6015.2 = 0.9941
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10.3.2 Significance of the correlation coefficient

Let r be the observed correlation coefficient in a sample of n pairs
of observations from a bivariate normal population. To test the hypothesis
Ho : p = o, i.e. population correlation coefficient is zero, the following
test procedure is used :

Compute :
r \ n-2

Jﬁ -tzj

Which is distributed as t with n-2 df. If the calculated value of t is
greater than the table valde of t with n-2 df., at the desired level
of significance, the correlation between the variables is significant. How-
ever, it is to be noted that significance of r is not an indication of
the strength of relationship. It is simply a test to see whether p s
equal to zero or not. The degree of the relationship between two variables
can be measured by the square of the correlation cgefficient 1’ {which
is called the cofficient of determination). Unless r~ is very high, one
variable should not be used to forecast the other.

tx.nplaz

The correlation between length and weight for a particular fish species
is observed to be 0.7 from a sample of 18 specimens. Is it significant?

‘Amwu

Ho : Population correlation between length and weight is zero.

. 1 Vn-2 A 0.7 N16 0.7 ¥ 16
| R J 1-0.49 J 05
0.7 x &4 2.8 V

392

07141 o714
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t 6 (5%) = 212, t‘|6 (1%) = 2.92

Since the calculated value of t is greater than the table value of t
at 5% and 1% level of significance, reject Ho.

Hence, the correlation is highly significant.

Note : It is however, not necessary to carry out the 't" test described
above for testing the significance of the correlation coefficient as ready
made table of critical values of r for different degrees of freedom at
5% and 1% levels of significance is availabie (Fisher and Yates 1963).
Compare the calculated value of r with the critical value of r from
the table. If the calculated value of r is higher than or equal to the
critical value, then correlation is significant.

‘/.
Simple linear regression

If two variables are found to be highly correlated then a more useful
approach would be to study the nature of their relationship. Regression
analysis achieves this by formulating statistical ___models which can
best describe these relationships. These modeis enable prediction of
the value of one variable, called the dependent variable from the known
values of the other vanable(s). It differs from correlation in thatdegress-m
gstnmo es the nature of relationship) where as the forrelation coel icient.
estimates the ity of relatimstup.) o

Simple linear ragr?ssim deals with the study of linear relationships involving
wo variables, where as, the relationships among more than two variables
are studied by the multiple regression !echniqueg

Estimation of parameters a and b in the regression equation Y = a+bX

Scatter diagram gives some idea of ‘the nature of relationship existing
between the variables (see 10.2). If it indicates that the relationship
is linear in nature, next step would be to develop a statistical - model
and proceed to estimate the underlying relationship. It is assumed that
linear reiationship of the form,
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Y = a+bX + e ()

exists between the variables X and Y. In expression (I) e is a random
variable (random error factor) assumed to _be independently, randomly
distributed with mean zero and variance C°, 'a' and 'b' are constants
(parameters). In this model it is assumed that gach Yi is normally distri-

buted with mean a+bX, and constant variance 77,

Y[

0 v 2 3 4 Sx
Fig. 6. Linear regression of Y onX

Fitting linear relationship of the form (I) is equivalent to estimating
the constants a and b from the observed data. The best method that
is used for estimation of 'a' and 'b' is the method of 'least squares’.
In a popular way it only means that a line is found to which the total
of res of all distances from different points is minimum i.e. sum
of e is minimum. In other words search for the values of a8 and b
which minimise, '

> \

3

wi..-bx,)2 W)

-
w3

=1 1
In the above expression n stands for the number of pairs of observations.

Estimates of parameters a and b which minimise (i) are obtained by
the following formulae :



10.4.2

10.4.3

135

(Z XLy

£y2 . L Zx0F

a e ?-bx-

Estimated  values of these constants  are substituted in the equation
Y = a+bX to get the regression equatnon. From thls equatlm the value
of Y can be estimated for a given value of of %

Special names of the parameters

There are special names for the parameters 'a' and 'b'. The parameter
'a' is_called the Y intercept. It is the value Y assumes when X = D
(Fig. é). The parameter 'b' is called the regression coefficient and
gives the slope of the regression line, ie., it shows how steep the line
is. The regression coefficient indicates the rate of change in the dependent

variable per unit charge in the independent variable.

Variance about the regression line (deviations from regression)

The assumption behind the standard linear regression is that each Y
is Qormally distributed with mean value a+bX and with a constant variance
which is not dependent on the value o’ X.. The formula for estimate

i
of this variance is given by

Sz B —1—2 z (Y -o-bX)z

This forms the basis for an estimate of error in fitting the line. However,
convenient formula to work out this variance is given by,
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(TX) (L v)jz
n

L[E V- (v, ¢ 8xv-
n- 2 n z 2
I x2 _ ( X)
n
y 2
2 (I xy)
s (zy - )
n-2 );‘2
T vy
}.‘.yz s zYz - L—n—Yl is corrected sum of squares of Y
= Lxy - _(I:_X)_(_;__Q is corrected sum of cross products
n of X and Y.
2
I
= sz - i—n——xl is corrected sum of squares of X.

Two regression lines

If two variables X and Y are open to choice as to which affects which
then 2 regression lines may be conceived. They are,

(i

(i)

Regression equation of Y an X

If Y is considered as dependent variable, then the regression

equation of Y on X is given by
Y = a+bx

The regression coefficient b is called the regression coefficient
of Y on X and is usually denoted by byx. In this equation a
and b are so estimated as to minimise the regidual variation
(deviations from regression) of Y ie. < (Y;-a-bX )" is minimised.

Regression equation of X on Y

H X is considered as dependent variable then the regression
equation is given by

K = aebY



The regression coefficient b is_called-the regression coefficient
of X on Y and is usually denoted by bxy. In this equation a
and b are so estimated as to minimise the residual variation
of X i.e. L (X -a-bY)“ is minimised. The values of 'a' and
'b' obtained in (i) and (ii)' will usually be different.

10.4.5 Properties of regression lines

(i) The regression lines intersect at point (X, ;).

(it) If the variables are perfectly correlated, the regression
lines co-incide.

(iii) If the variables are not correlated the regression lines
are perpendicular to each other.

10.4.6 Relation between correlation and regression coefficients

10.4.7

If byx is the regression coefficient in the regression equation of Y on
X and bxy is the regression coefficient in the regression equation of
X on Y, then the correlation coefficient r is the square root of the
product of byx and bxy.

i+84y r =z \1 byx.bxy

Test of significance of linearity of regression (significance of regression
coefficient)

The significance of the linearity of regression is tested by,
(i) the method of analysis of variance

or by
(i) t - test

Null hypothesis to be tested is

Ho t g = 0 where g denotes the population regress'on coefficient.



(i)

138

Analysis of variance method

In this method, the total sum of squares of dependent variable
Y is split in to two components. One due to regression and
another due to errors of random sampling called deviations
from regression or residual.

Thus,

Total sum of squares = Regression sum of squares + Residual sura
of squares

If the regression is based on n observations, the total sum of
squares has n-1 degrees of freedom (df), whereas regression
sum of squares has 1 df and residual sum of squares n-2 df.
Dividing the sum of squares (ss) by the corresponding df, respec-
tive mean squares (ms) are obtained. This information can be set
down in the form of analysis of variance table as given below:

Source df ss ms
Regression 1 bZI xy-= 51 51 =m,
1

3 2 S
Residual n-2 I y"-b(Z «xy)= 8, 2 "= m
(Deviations from e -3 - %
regression)
Total n-1 L y2

(I Ty,

n

In the above table L xy = Xy

L0, B Syt
n

The residual mean square indicates the variation not accounted
by the linear regression and therefore measures the uncontrolled
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variation that affects Y values. Significance of regression coeffi-
cients is tested by comparing mean square due to regression
with residual mean square, using F ratio.

F _ ms due to regression 11_
residual ms B m,

This is distributed as F with 1, n-2 df. If the calculated value
of F is more than the table value of F at the desired level
of significance, it is concluded that regression is statistically
significant.

t - test

Alternatively, test of linearity of regression can be carried out
with the procedure outlined below.

b
toe p o w
b

which is distributed as t with n-2 df. In the above expression,
s .5 the standard deviation of regression coefficient and is
tRe square root of
2 2 2
2 Residual ms [2} yo = Zxy)“/( L x9])/n-2)

Z (X-I)z z xz

*p

Where X 2, 2,‘2 are corrected sum of squares of y and x
and Lxy is corrected sum of products of X and Y.(See 10.4.3)

1 the calculated value of | t | is more than the table value of

t at the desired level of significance, the null hypothesis is
rejected,
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The data on fish yield tested under 5 stocking densities are given below:

S.No. 1 2 3 4 5
Fingerlings 2 3 4 5 6
(‘ooo/ha)
Fish yield 2.5 3.6 4.4 5.0 5.4
(t/ha)
Compute : (i) the regression equation of fish yield on stocking density.
(ii) Estimate fish yield for stocking density of 4,200/ha.
(iii) Mean square due to deviations from regression.
(iv) Test whether the regression coefficient is significant.
Answer
Fingerlings Fish yield
(*ooo/ha) (t/ha) 2 2
X Y XY X Y
-
(1) 2 2.5 5.0 4 6.25
(2) 3 3.6 10.8 9 12.96
(3) 4 4.4 17.6 16 19.36
(4) 5 5.0 25.0 25 25.10
(5) 6 5.4 32.4 36 29.16
Total 20 20.9 90.8 90 92.73
20.9
fay . L2 T W) o0 . 20 (209)
b = n = 5
2 2
T2 L EX 9 - (200°/5
n
g -l o N

10
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a=z Y -bX = 418 - (B7D% = 1.3
Hence, ¥ = 1.3 « 0L72 X
(ii) To obtain the estimate of fish yield when the stocking density
hmﬂ!:Lthmmm
eq Y = 13 4+ 0.72 (4.2)
= 4,32 tons

(iii) Mean square due to deviations from regression is given by
52 15,2 ¢ L xz)z )
n=2 y - Loy

2 1
= ; (5.37 - (;’62)) B “3—'(0.19) = 0.06

(iv) The null hypothesis to be tested is
H :g=0

The test statistic used is

b 0.72 0.72
t s = 2
‘ 52 | 0.1(:)6 \l 0.006
£yt
0.72
0.077 ~ %23

Table value of t at 5% level with 3 df is 3.18. Since computed
t value of 9.35 is greater than the table value, Mo is rejected.

1048 Homogeneity of two regression coefficients

= PR,
Let Y |1¢b1x ()]

= oniw s s Gl
and Y lz¢b2X ()
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be two regression lines of Y on X for the same set of characters X
and Y for say male (set 1) and female (set Il) group of fishes. To test
the null hypothesis that population regression coefficients of the two
regression lines are the same i.e. Ho : !1 &= ‘2’ the following test statistic
is used

| by - by | (m)
t =
\T( s? 4 1 )
p( + )
Ix X 8
1 2
This is,_distributed as t with n, + n_, - 4 degrees of freedom. Ly 2,

Zx_"are corrected sums of squares as defined in 10.4.3 for 1st and
2nd set of data.

If s . and S g are variances about the regression line (deviations from
regression) of the 1st and 2nd set of data based on n, and n2 observa-
tions respectively, then,

2 (n1-2) S1 + (n2-2) S2

S H
-4
p n,+n,

1
Axumple 00

The relationship between the standard length (X) and body depth (Y)
was -studied by linear regression for male and female fishes. The following
data were obtained.

1
2

Sample Corrected sum of squares and products
size 2 2 - 38
x y xy S b
Male 12 64 7.5 21 0.061 0.33
Female 15 68 9.5 24 0.080 035

Test the hypothesis that population regression coefficients of both the
regression lines are the same.
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Answer

The null hypothesis to be tested is,

: B - B
Ho 1 2
To test this hypothesis, the following test statistic is used :
b, - b, |
¢ . 1 2
J g z( T, 1 )
* *2

It is distributed as t with n1 - n2~a df

Compute,

2 2
(n’-Z) S‘l + (02—2) 52 10x0.061 + 13x0.080 -
g . . = 0.0717
A n1 2_4 12+415-4

2 2
z X,© = 6, z x,” =68 b = 033 b, = 0.35

Substituting these values, t is computed as :

y ] o33 - 035 | 002
1 1, 0.00217
N 0.om7 ¢ = il
0.02
. e = 0.4292

The table value of t with 23 df is 2.069 at 5% and 2.807 at 1% level
of significance. Since| t | < the table value of t at 5% and 1% level
of significance, the null hypothesis is not rejected.

Linearizing transformation

Both the correlation and regression techniques discussed earlier are based
on the assumption that linear relationship exists between the variables.
However, there are many cases in fisheries investigations, where relation-
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ship between the variables is not linear i.e. non-linear. Some of these
non-linear relationships can be brought to linear form, using certain
transformations. An example of length-weight relationship which can
be transformed to the linear form is discussed here.

Length~weight relationship

The relationship between body weight (W) and body length (L) in fishes
has been empirically observed to be of the form

b
W = al (1v)
This equation is not in linear form. The parameters 'a' and 'b' are almost
universally estimated by fishery workers by transforming the equation
(IV) to logarithmic form and applying the least squares technique. Thus
the equation actually used is,

log W =log a +blog L

The above method tacitly assumes the following multiplicative error
model :

b
W=al e (V)
where a and b are constants and e is a random error factor.
Taking logarithm on both sides of (V) gives rise to

log W=1oga+blogl +loge
ie. Y= A+BX+E (V1)

where Y = log W, X =log L, A =loga bz=8,E=Iloge

Expression (V1) is in the linear form. If it is gssumed that E is distributed
normally with mean zero and variance © , then the estimate of A
and B can be obtained ‘-by the method of le%&u discussed earlier
in section 10.4.1, using the formula
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Lxy-(L x)( Zy/n

B -
I - LX) :
n
A H ? - B;
In the above expressions Y = log W and X = log L, Y and X denote

means of Y and X values respectively. The B value gives an estimate
of b, whereas conventionally, 'a' is estimated as e or exp (A), This
method however gives biased estimate of 'a'. To compensate for the
bias the 'a' value obtained is multiplied by the following correction
fac H 2 ;
actor st )2 2
_ Correction factor = e exp (S
2 B ; 2
Where S is an estimate of “variance o} deviations”™ from reqgression
(see 10.4.3). Hence, corrected a = exp (A+5 ).
2

If common logarithms are used, a = Antilog (A+§2)
10.4.9.2 Applications of length-weight relationship 2

(i) Rk is useful in estimating weight of fish for a given length.

As length of fish can be measured more easily and accurately
than weight in landing centres as well as on board the vessels
in the sea, it is convenient to estimate weight from predeter-
mined length-weight relationships.

(ii) R is useful in determining condition factor

In order to compare weight and length in a particular sample
or individual, condition factors are employed. Ffulton's condition
factor (K) is calculated as,

o'y

L)

where W and L are the observed total weight and length a‘
a fish. it is the value of ‘a' in length~weight relationship, W = al,
when b = 3. If the fish is heavier, at a given length, the larger
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is the factor K, implying better is the condition of fish. K greater
than 1, indicates general Well being of the fish is good. Fulton's
condition factor, is suitable for comparing differences related
to sex, season or place of capture. Even when b differs from
3, Fulton’s condition factor may be used, if fish are approximately
of the same length. If the length range is large, the following
formula is used :

Alternatively, the _condition factor is computed as the ratio
of observed weight to estimated weight.

k' = W
- ~
w

Py
where W is the estimated weight based on length-weight relation-
ship W = al .

Example 5

Total length (cm) and weight (gm) recorded on a sample of 12 fish
are given below :

SNo.

Length
(em)
Weight

(g)

{i)

(ii)

1 2 3 4 5 6 N Sk TR | T b R ¢
17.6 19 27.220.2 18.6 14.8 21.116.8 214 13.2 23.7 24.6

25 32 11042 30 10 45 20 48 8 75 82
b
Fit length-weight relationship of the type W = al , where W
is weight and L is length of fish.

Test whether b differs significantly from 3.
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Answer
S.No. Length Weight X=iog L Y=iog W XYy )(2
(em) (g)
(L) (w)
i 17.6 25 1.2455 1.3979 1.7411 1.5513
Z. 19 32 1.2786 1.5052 1.9248 1.6353
3 202 110 1.4346 2.0414 2.5221 1.5265
4. 20.2 42 1.3054 1.6232 2.1189 1.7041
5 18.6 30 1.2695 1.4771 1.8752 1.6116
6. 14.8 10 1.1703 1.0000 1.1703 1.3696
T 211 45 1.3243 1.6532 2.1893 1.7538
8 16.8 20 1.2253 1.3010 1.5941 1.5014
9. 214 48 1.3304 1.6812 2.2367 1.7700
10 13.2 8 1.1206 09031 1.0120 1.2557
11. 23.7 75 1.3747 1.8751 25777 1.8898
12 24.6 82 1.3909 1.9138 26619 1.9346

15.4701 18.3722  24.0304  20.0341

(i)  Length-weight relationship

X = 12892 Y = 15310
e T xy- ( Zx)n( Zy)
% v 2
z x2 ot nx)
w00 - (15.4701)1(213.3722)
20.0347 - ————“5‘:';0" ‘
240304 - 23.6850 0345 oo

20.037 - 19.9437 0.0910
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A = ; - bx-
1.5310 ~ 4.8933 = - 33623

Deviations from regression

sz [(zYZ-( zv)z) - EXY - ( XL T y/m?
n-2

n ) 2;
£x’ - (1
n
= 1 (13219 - 0.1193) = 0.0011
10 0.0910
a = Antilog (A+§2)
2
= Antilog (- 3.3623 + 0.0011) = Antilog (- 3.3568)
2
= 0.0004.
The length-weight relationship is therefore given by,
W = 0.0004 L 776
(ii) To test whether the sample regression coefficient (b = 3+7956 )
comes from a population with the regresion coefficient 8 = 3,

the following null hypothesis is set up :t Ho ¢ B= 3

The test statistic used is,
| b-3 I

*

t s

This is distributed as t with n-2 df.
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" 2 Deviation from regression
b - 2 2
Ix"- (L x
n
0.0011
= N e  — = 1
0.0910 e

Hence sb = \|0.0121 2 G111

| 3.7956-3| . 0.7956

011 011 = 7.2

"

Hence t

The table values of t at 5% and 1% level of significance are
2,228 and 3.169 respectively. As t calculated is 7.23, which
is more than the table values of t at both 5% and 1% level
of significance, the null hypothesis is rejected.

10.4.10  Applications of linear regression analysis (Ricker, 1973)

Some situations wherein linear regression approach is of value in fisheries
research are given below :

1.

Conversion between different length measurements, i.e., from,
say, total length to standard length or to fork length and so

on.
Calculation of !isf_m lengths from scale measurements.

Fitting weight-length relationship.

Estimating _parameters of the von Bertalanffy growth curve.

Splitting _of total mortality coefficient Z in to M, the natural
mortality coefficient and F the fishing mortality coefficient

using the regression of Z on effort f.

Catch curve method of estimating instantaneous total mortality
rate making use of the relation between abundance (number)

of fish and their corresponding age.
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Schaefer's method of population analysis based on the regression
of catch per unit of effort on effort. v

Relation of fecundity to body weight using the regression of
number of eggs (F) on body weight (W).

Routine metabolic rate of fishes through the regression of oxygen
consumption quiescent of fishes (Q) on body weight W.
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Chapter 11

SAMPLING METHODS

Introduction

In the earlier discussion on collection of data, (chapeter, 2), the
advantages of collecting required information on a  sample, a
part of the population were discussed. The information

obtained from a sample is then used to describe or estimate certan
characteristics or parameters of the whole population. Drawing inferences
about a population based o a sample is an age old practice, though
the scientific approach to the problem is of recent origin. A consumer
at a provision store inspects a handfull of rice in order to form a
conclusion about the quality of rice in the whole bag or the housewife
tastes a spoonful of soup to draw conciusions regarding the wnole
quantity in the kettle. These are some examples of uses of sampling
procedures in every day life. If uniformity exists among the units (indivi-
duals) of population, then any samgle chosen will give almost the same
result. If there is a great variation among units of the population then
a proper method of selecting the sample has to be used to draw reliable
conclusions about the population. Modern statistical sampling methods
such as the 'probability random sampling methods' give a definite proce-
dure for selecting a sample from a population. A distinct advantage
of random sampling procedure is its ability to provide an estimate
of the sampling error based on the sample itself, which forms the
basis for ascertaining the reliability of the estimate. There are different
methods of random sampling, and the important ones are described

below.

Simple random sampling

In this method a sample is drawn unit by unit with equal probability
of selection for every unit at each draw. Every possible sample of
required size has the same chance of being chosen in this method.
Simple random sampling can be selected using either the lottery method
or using random number tables, which was Jiscussed in chapter No. 2
Belection through random humber tables is convenient when the popu-
lation under study is large.
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Estimation of population parameters

Once the sample has been drawn, the next step is to estimate the
population parameters based on the sample observations. The main
parameters of interest are population mean and total.

Let us suppose that a population of size N is being sampled for some
characteristic, say, X. let X, , X, « « « & xN be the values of the
character on N units of the population.

Further, suppose that a sample of n individuals is selected by simple
random sampling ‘with values x_, xz « « «» « X. The unbiased estimate
of the population mean is given Ly, n

n

k = F=1'§“‘

n

The variance of sample meag is estimated using the formula
Var (x) :(_1-_1)5

2:(1-!\)_5_7'

Nn

:lm z

n
= (N-n)
N

2
_ .S, when N is _large as compared to n

n
in the above expression,

2 —
S =1_ (2 (x-x)z)is the sample variance which is the  un-

n-1
biased estimate of population variance. It is clear that the variance
af x depends upon sample size and variability present in the population.

Std oven Q Meam = Vvan ()

The estimate, of the population total is : X = Nx
var (X) = N° var (x)
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Example 1

Fishes are landed at a certain small landing centre throughout the
year. Twenty days were randomly selected from 365 days of a year
and fish landed (in tonnes) during these days were recorded which
are given below.

Weight in kg : 30, 42, 25 32, 48, 32, 40, 28, 30, 20
18, 31, 15, 28, 25, 30, 35 40, 22, 20

Estimate (i) the average fish landings per day, and (ii) total fish landings
during the year.

Answer

(i) Mean fish landings per day
30 + 42 + .. + 22 + 20 591

z -~ s S = 21955
2 1 g 2 (Z «?
S = ( X - )
n=-1 n
z —1—1—9 (18853 - 17464.05)
1388.95
= 5 = 731026
2
e S n
: 1 - =
var (x) = ( N )
. 13026 20, 54551 (0.9452)
20 365
= 3.4548

Standard error of mean = 1.8587
(S.E.)
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(ii) Estimate of total fish landing X = Nx
= 365 (29.55)
= 10785.75

Standard error of total fish landings = N x (SE of mean)
= 365 x 1.8587
s 678.4255

Stratified random sampling

As has been mentioned in simple random sampling that the variance
of ‘sample ‘mean depends on the size of the sample and the variability
of the population. Therefore, the only way of increasing the precision
of an estimate apart form the size of the sample is to devise ssmpling
procedures which will effectively reduce the variability. One such
WLM sampling' consists of dividing the populatmn
(lnto ‘classes' or 'strata', each relatively homogenous and drawing random
sampTes of known sizes, one each from different strata. Then the estimates
are made for each of the strata and combined by a proper weightage
to obtain the estimate for the whole population. The variance of this
estimate is obtained by combining the variances of the estimates within
each stratum. This combined estimate of variance will be small as, within
stratum variances will tend to be small as each of them come from
relatively homogenous stratum.

Stratified random sampling method assumes that the structure of the
population necessary to demarcate the strata is known, which may not
be true in many situations. For better planning and execution of the
survey work, stratification is some times done based on geographical
proximity.

Estimation of mean and variance

If the population under study is divided into k strata with sizes N_,

NZ RS N respectively, then estimate of the pwulaum mean is given by

N1x ¢N2x2+...4-kak Nx‘|+Nz:(2-t».....+Nkmk

X
N“+Nz....~0Nk N
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Var (x) =
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X, X, ...'i; are means of 1st, 2nd .. kth stratum

¥ "2

X = ™ (L X, ) where ", is the ith stratum sample size.
2 = 2 . 2 g

N
] Var (:(1)<o-Nz Var (a(2)¢...+Nk Vnr(x\()

N2

The estimate of population total is given by

X

= N;

and its variance is

Var (X) = N2 var (x)

Aliocation of sample size

The advantage of stratified sampling can be increased by allocating
the sample size n into various strata in the best proportion. following
are the important methods of allocation of samples to different strata.

(i

(ii)

(iii)

Equal samples for each stratum

The total sample size n is divided equally among all the strata,
i-8., for the ith stratum, ni = n if there ar k strata.

k

Proportional allocation

In this method the total sample size n is allocated to different
strata in proportion to their size, i.e., for the ith stratum,
Ni

ni = ngo—
N

Optimum allocation

In some cases it may be required to conduct a sample survey

‘with a fixed budget, but with varying costs of selecting the
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sampling units from different strata. In such situations the alloca-
tion of the number of units to each stratum is done with a
view to minimizing the sampling variance for the given fixed
cost or the cost of survey is minimum for the specified value
of the sampling variance. Allocation of the sample for the ith
stratum is given by, °

Nisi / Vel
INisi /Yo

where Ni is the size of the ith stratum, Si is the population
standard deviation for the ithstratum, ci is the cost of obtaining
a single observation from the ith stratum.

i 2 n

(iv) Neyman allocation

This method of allocation is used when the cost of selecting

the sampling unit does not differ from stratum to stratum.

The sample size for the ith stratum is given by,

n = Ni Si

- LNi Si

This indicates that the total sample size n is allocated in proportion
to Ni Si, that is, take more individuals from the strata that are large
and are highly variable.

" Some times it may so happen that the sample size ni estimated by

Neyman allocation may be larger than the corresponding Ni of the ith
stratum. Such a type of situation arises only when overall sampling
fraction (—n—) is substantial, and one stratum is much variable than
the others. NThe procedure that can be adopted in such situations is
outlined in Cochran (1963). °

Advantages of stratified random sampling

There are many advantages with stratified random sampling and the
important ones are given below :
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(i) Stratified random sampling gives better cross section of the
popuiation than simpie random sampling.

(ii) Precision of the estimated character is likely be higher in
stratified random sampling than in simple random sampling.

(iii) For physical or administrative reasons it is easier to collect
the data using this sampling technique.

Example 2

In a certain state there are 250 fishing villages. It is known that in
120 villages the fish landings are below 50 kg, in 80 villages the landings
are between 50 and 60 kg and in 50 villages the landings are above
60 kg per boat. A random sample of 12, 8 and 5 villages was drawn
respectively from the 3 groups of villages and the catches in kg per
boat recorded in these selected villages are given below. Estimate the
catchin kg per fishing boat with 9% confidence limits.

25, 20, 3B, 35, 39, 43,- 26, 29, 42, 23, 32, 36
51, 52, 58, 54, 51, 55, 59, 57
72, 68, 61, 66, 79

Stratum (group) |
Stratum (group) il :
Stratum (group) Il

as ws se

Arnswer

For stratum | : N1 = 120, n.l = 12

Mean, x = —=2-. 22 . 33
1 n1 12
2
2 1 2 ( Tx)
S s el Ix - = )
1 (n1-1) n,
= "1— (13194 -12545.333) = 58.9697 _
ol . "1
7 1 1 1e? 1 1
Var (X1) = ( n1 - —-1—1‘51 = (—;6—- - —;2—0—)

= (0.0833 - 0.0083) 58.9697‘ = (0.0745) 58.9697 = &390
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Stratum Il : N_ =80, n_= 8

2 2
Mean, ;2 = Ex 2 gt = 54.625
n 8
2
s 2
1
522 = —;—-—1—-—( I .xz - (__’.‘l )
2 )
1 !
= - (2391 - 23871.029) - 697375 = 9.982
2
- 5
Var (xz) = :‘ - -;—-— 2
2 2
R . FUM . 9.982 = (0.125 - 0.0125) 9.982
8 80
= (0.1125) (9.982) = 1.123
Stratum Il : N3 s 50, n3 =5
Mean,x. = I
5 ns 5
2
1
0t G plege B4t AREo
3 3
s (20126 - 23943.2) = —BEB | 453
4 4
- 1 1 2
Vat(x}) = (n = = )53
3 3
s b=t . —ldas? = (02 -002 &7
5 50

z (0.18) (45.7) = B.226
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x s 1% 2727 373
N
11809.6
= 250 = 46.838B4
2 P 2 - 2 -
- N ) N \" N \Y
var 00 = 1 Var (x1 + N, Var (xz) + N, ar (x})
N2
14400 x 4.3937 + 6400 x 1.123 + 2500 x B.226
= = A
62500 LWe582
Standard error = \| Var x = 1.2067
(S.E.)
Estimated total = N_. x. + N_ x_ + N_ x

11709.6

The 9% confidence limits for mean are,

; + 1.96 S.E. of mean
46.8384 + 1.96 x 1.2067
46.8384 + 2.3651

The confidence interval is (44.4733, 49,2035)

Systematic sample

The method of sampling in which only the first unit is selected at random
and the rest being selected according to a predetermined pattern is
known as 'systematic sampling'. Suppose that a population consists of
N units, serially numbered from 1 to N and a sample of n is desired to
be drawn from it. Further, let it be possible to express N as N = rk,
k being an integer (i.e., N is an integral multiple of k). This k = is
called the sampling interval and the sample drawn with this interval
is called a 1 in k sample. Drawing a systematic sample consists of select-
i a unit at random from the first k units and then selecting every
k unit in the population thereafter. For example, suppose we have
a population of size N = ungolt is required to draw a sample of

size n = 5. In this case k =—"-=—5=12.Hcmo,wsh1ln‘02mla.
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‘Therefore, draw a unit at random from the first 12 units. Suppose this

turns out to be the Bth unit, then the sample consists of the 8th unit
and every 12th wunit thereafter, i.e., units with serial number 8, 20,
32, 44 and 56, constitute a sample.

When N = nk, the sample mean of a systematic sample selected with
the above procedure provides an unbiased estimate of the population
mean. However, when N # nk the mean of a sample selected with the
above procedure, gives a biased estimate of the popuiation mean. |f
n > 50 the bias is negligible and can be ignored. An alternative method
of drawing a sample when N £ nk, which gives unbiased estimate of
the population mean, is also available. For details readers may refer
to Cochran (1963).

Estimation of population mean and population total

When N = nk, as mentioned earlier, sample mean provides an unbiased
estimate of the population mean. Sample mean is given by

1 n
X = "—z x
i

n.=1i

An approximate and biased estimate of variance of X is given by

n-1
- N - n P _ 2
Bk T R B S Tl
n-1
) k-1 T o
S ey UL NI Y

The estimate of population total is given by

X = Nx
and its variance estimate is
2 n=-1
N (k-1 v
Var (K)e. oD )

2k (n=1) =1 i+ 1 i
if the arrangement of the units in the population is random, then

var (x) = 5° (1-n)
n N
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11.42 Advantages

11.4.3

(i) Easy to draw samples and requires less time. Hence it is opera-
tionally convenient to execute the survey.

(ii) Sample is spread out more evenly over the population

(iii) It is likely to be more precise than simple random sampling for
many populations.

This sampling procedure has been successfully employed in forest susveys,
in fish catch estimation surveys, in milk vyield surveys, etc. Systematic
sampling is widely used with other sampling methods such as stratified
random sampling, cluster sampling, etc. For instance, in estimating the
total marine fish catches of our country, systematic sampling is used
with stratified multistage random sampling. '

Disadvantages

(i) There is no reliable method for estimating the varience of mean
of a systematic sample from the sample data.

(ii) Systematic sampling has to be used carefully when there is a
periodicity in the population, as its efficiency depends upon
the choice of the sampling interval.

Example 3

At a particular landing centre, data on fish landings were recorded during
a month (of 30 days) on 10 days selected by systematic sample with
a sampling interval of 3 days. Below are given the landings (in tons)
of the 10 sampled days.
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Day 1 2 3 4 5 6 7 8 9 10 Total
Landing(t) 3.5 45 32 3 42 4 35 5 & 3.3 38.2
Give an estimate of the total fish landings of the centre for the month
and also an approximate standard error.

Answer

Given N = 30, k = 3, n = 10. An estimate of the total landings is given
by

" N
X:Nx = -—--in "i = _%.00_(3&2) - 114-60
n-1
B 2
R R
var V (X) N &) I X1 - ¥ = 273333
2nk(n-1)

Standard error of the estimate X = JVar(X) = « 27.3333 = 5.23

Cluster sampling

If the basic sampling unit in a population is to be found in groups or

clusters, then from the operational point of view the sampling may
be carried out by selecting a sample of clusters and observing all the
units of each selected cluster. This type of sampling is known as
cluster sampling.

t is less costly than simple random sampling. However, cluster sampling
is less efficient than simple random sampling due to the fact that individul
units within a cluster tend to be similar. Efficiency of cluster sampling
can be increased by increasing the size of the sample. In many situations,
it costs less to take considerably larger cluster samples than to take
smaller simple random samples with the same precision. Hence, it is
generally expected that efficiency per unit cost will be more in cluster
sampling than in simple random sampling.

Estimation of population mean

Let N and n denote respectively the number of clusters in the population
and in the sampie respectively. Let Mi denote number of units in the
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ith cluster. For simplicity consider the case of equal clusters, i.e. Mi = M
for all i. Then an unbiased estimate of the population mean is given
by

- 1 n x
¥ = = 3M
i=1
:. = - I . is the mean of ith cluster.
i M 1
Estimate of the variance of; is given by
n
-— 1 1 1 ) N el -
\" = —_— - =) (— -
ar (x) ( b ) (n-1 ) i=1 (xj x)

Estimate of the population total is :

X s N—x

and Var (X) = N2 Var (x)

For details regarding estimation of population parameters when clusters

are of unequal size, and selection is with replacement and unequal
probability, readers may refer to Sukhatme (1954).

Example 4

For recording catch data of a marine landing centre a calendar month
of 30 days was divided into 15 clusters of 2 consecutive days each
and 7 clusters were randomly selected from these 15 clusters. The
catch (in tons) data for the selected clusters are given below.

Cluster No. 1 2 3 4 5 6 7
Cateh (t) 1st day 6 7 6.5 B.2 7.4 6.6 B.5
2nd day B 6.2 8.3 0 8.0 8.8 7.1
(i) Estimate the average catch per day for the landing centre

alongwith its standard error.

()  Estimste the total catch for the landing centre during the
month.
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Answer
Catch (t)
Cluster ) ist day 2nd day mean (Xi)
1 6 8 7.0
2 7 6.2 6.6
3 6.5 8.3 7.4
4 8.2 10.0 EA
5 7.4 8.0 7.7
6 6.6 8.8 T
7 8.5 7.1 7.8
Total 53.3
— T %
(i) Average catch per day x = ol B 537'3 = 7.6143
n
- 1 1 1 -2 =2
v I (P SN . z -
ar (x) - N g ( % 4 nx )
(2 ) 4 -
= 7 15 5 (409.55 - 405.8432)
S 1y 37068
Ty 1 6

(0.0762) (0.6178) = 0.0471

Standard error = ¥ Var (X)

= 0.217

(ii) Estimate of the total catch during the month
- (number of days of the month) x (average catch per day)
30 x 7.6143
228.429 tons
Standard error of the total catch,
30 x 0.217
6.51
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Subsampling or two stage sampling

A sampling method in which the sample is selected in stages, is called
subsampling. In this method, the sampling units at each stage are sub-
sampled from the units chosen at the previous stage. The first stage
(primary) units are selected from the population. From each of these
selected first stage units, the second stage units are selected. As the
sample is taken in two stages subsampling is some times called two
stage sampling. For instance, in estimating the total marine catches
along the coastline of a certain state, certain landing centres (first
stage units) on certain days are selected at random. Then from these
selected landing centres, some boats landing the catches (second stage
units) are selected for recording the catch data.

Sample can of course be selected in more than two stages in which
it is called multistage sampling. For instance in the above example,
if it was decided to record the length of fishes also, then the sample
fishes (say 200 fish) can be taken from each selected boat. In this
example, the sample is taken in 3 stages and hence called 3 stage
or muiltistage sampling.

Usually individuals within the same primary unit are likely to resemble
each other. Hence more number of primary units may be selected with
few individuals from each.

Estimation of population mean (Equal first stage units)

Let the population be composed of NM elements grouped in to N first
stage units of M second stage units each. Let n denote the number
of first-stage units 'in the sample and m the number of second stage
units selected from each selected first-stage units.

The estimate of the mean of any sampled first stage unit is given by

m
% -t
m j=1 i

where x“ is the value of the jth individual in the ith first-stage unit.
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The estimate of the population mean is given by
n
—_ 1 -
= —1I
X — Ix

=1

Estimate of variance of sample mean is given by

- 1 1 2 1 1 1. —2
Val = — . — — e, o]
e {x) = N % N M) Sw
. 2
wheresz = F=1 (xI-X)
b
n-1
T2 . 1§ .2
w on izt
m
2 b -2
P s I
m-1

when (N-n)/N and (M-m)/M can be taken as unity, then
- 2
var (x) = b

n

when (M-m)/M alone can be taken as unity, then

1 1 2 1 - 2
var (x) = (n - N)sb = 31

For details regarding estimation of population mean, when the first
stage units are unequal, readers may refer to Sukhatme (1954).

1162 Advantages
The main advantages of subsampling are
(i) Only the units of the population selected at any stage need.

be listed for sampling at the next stage, i.e., complete list
af units of the population is not needed
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(ii) This sampling method allows for the use of different selection
procedures at different stages.
It is because of this flexibility multistage sampling procedure
is most commonly used in large sample surveys. For example,
in estimating the marine fish catches, we use a muiltistage
design in stratified random sampling with systematic selection
of days in a month.

(iii) Reduction in cost and ease of administration in the survey
work.

Example 5

Four boats were selected randomly from the 100 boats that landed
the catchon agiven day in a landing centre and 20 mackerel from each
selected boat were taken for recording length measurements. The follow-
ing data were obtained.

Boat 1

Length (cm) 18, 175, 20, 19, 18.5,
21, 18, 14.5, 20, 15,
16.5, 16, 14, 17, 19,
20, 18.5, 15, 11, 20,

Boat 2 20, 18.5, 20.5, 19, 18,
16, 15, 18.5, 20, 20.5,
16.5, 21, 18.5, 19, 20,
18, 20, 17, . 20.5, 18,

Boat 3 15, 7, 18, 18.5, 20,
12.5, 12, 14.5, 15, 16,
17, 16, 19.5, 14, 18,
16, 1% 175, 18, 18,

Boat 4 17, 18.5, 21, 20.5, 19,
20, 14.5, 19, 20, 17,
9.5 18, 22, 16, 18,

19, 16.5, 19, 17, 20
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Estimate the mean length c’ mackerel during the dnys landings, and
its standard error.

Answer

Let Xij denote the length, n the number of 1st stage units in the sample
and m the number of second stage units sampled from each selected
first stage unit.

Boat 1 2 3 4
LI xij 354.5 374.5 324.5 369.5
I % 6364.25 7064.75 5371.25 6891.2503

Mean, i 17.725 18.725 16.225 18.475

Variance, si’ = 4.2094 27493 5.5913 3.4073

Given,n = 4, m = 20

Mean length, x = Z_:_f't___ = 7:’15 = 18.7875

Variance between boats is given by,
4

2 1 - =2
- b
Sp a1 Ge UG
= 1.2656
1 2 15.9973
s c—— T s T —— 3
4': = si - 3.9993

Varisgnce of sample mean (x), when the number of 2nd stage units
in the population is large relative to the z‘wd stage units in the sample,

is given by ot 2
— 4 s .2 %
Var (x) = (— - —) s +—
n N b Nm
s 0.2400 x 1.2656 + 0.0020
= 0.3037 + 0.0020
= 0.3057 A1
Stendard errot of mean (x)

s 03057 = 0.5529



1.7

1.7

169

Sampling design to estimate total marine fish landings

Our country has a long coast line of about 7515 km and there are
about 1400 landing centres scattered along the coast. The sampling
design developed and practiced by the Central Marine Fisheries Research
Institute (CMFRI) provides the estimate of total marine fish landings
for the entire nation. The sampling design adopted for the purpose
is 'stratified multistage random sampling' the stratification being over
space and time. Each maritime state is divided into several zones on
the basis of geographical consideration and fishing practices.

Sampling for first stage units

Nine landing centres are selected at random from each zone for recording
fish landings. A month is divided into 3 groups of 10 consecutive days.
From the first ten days group, a day is selected randomly such that
it falls within the first five days. Then 6 consecutive days from the
selectec day onwards are considered and these 6 days are grouped
into 3 clusters of 2 consecutive days each. From the 2nd and 3id
group of 10 days, 3 clusters of two days each are chosen systematically
with a sampling interval of 10 days. To illustrate, suppose that the

- 4th date (day) was selected from the group of first 10 days. Then

6 consecutive days from the selected day will be 4, 5 6, 7, 8, 9 and
these days are grouped into 3 clusters of 2 consecutive days, i.e.,
dates 4 and 5 will form one cluster, while 6 and 7 and 8 and 9 will
form the other two clusters, From the 2nd group of 10 days, 6 days
are systematically selected with a sampling interval of 10 days from
the first date selected from the group of first ten days. Thus 6 days
in the 2nd group will be 14, 15, 16, 17, 18 and 19 forming 3 clusters
of dates 14 and 15, 16 and 17 and 18 and 19. From the 3rd group.
6 days are selected with the sampling interval of 10 days from the
first day selected in the 2nd group, i.e., the dates will be 24, 25, 26,
27, 28 and 29 whose clusters are 24 and 25, 26 and 27, 28 and 29.
Thus there are 9 clusters of two days each in a month. These 9 clusters
are allotted to the 9 selected landing centres. On the first day of
observation data are collected from 12 to 18 hours and the next day
6 to 12 hours. The data on night landings are collected by enquiry
covering the period from 18 hours of the first day to 6 hours of the
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next day. Thus a 24 hour period is covered for a landing centre. This
forms the landing centre day and is the first stage sampling unit.

Sampling for second stage units

On the day of observation at the selected. landing centre, if the total
number of fishing units that land their catches is 10 or less, then,
the data on all the units is collected. If the number of fishing units
exceeds 10, a sample of boats is selected in a predetermined manner.
Thus fishing units form the 2nd stage units on which data on species
wise catch, effort, craft, and gear etc., are recorded.

Sampling for 3rd stage units

At the 3rd stage, samples of commercially important species are taken
from the selected second stage units for biological observations.

Estimation of total landings

Based on the data collected from the selected fishing units, the total
landings for the landing centre day are estimated. From these the monthly
estimates for each year on a zonal, district and state basis are worked
out together with the corrosponding sampling errors.

Estimation of inland fish catch

As there is no standardised sampling technique for estimation of inland
fish catch, the estimates at state level are computed based on various
considerations - such as, market arvivals, water area leased, lease value
etc., differing from state to state. Some studies have. been carried

putll‘;y)'\dlm Statistical Institute (1960-61, 1963) and by National Sample

Survey Organisation (1962-63, 1973-75) to evolve suitable sampling
methodology for estimation of inland fish catch, but without much
success. Method of estimation of estuarine fish catch for Hooghly System
and Mahanadi has been worked out by Central Inland Fisheries Research
Institute (CIFRI), Barrackpore (Pillay and Gosh, 1962, Shetty and Gosh,
1963). In a recent attempt (1984) by CIFRI, Barrackpore and_ IASRI,
New Delhi, a sampling design for estimation of fishery resources and
catch has been suggested.
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Chapter 12

BASIC EXPERIMENTAL DESIGNS

Introduction

Controlled experimentation is an important technique for collection
of reliable data in aquaculture. In any controlled experiment, however
meticulously planned, the response observations are affected not only
by the action of treatments but also by some extraneous factcrs. In
order to obtain reliable estimates of treatment effects and to draw
valid inferences from experiments; the effect of extraneous factors
has to be quantified and segregated from rest of the effects due to
treatments. This can only be accomplished by designing the experiments
suitably. Several designs are available in statistical literature to aid
in proper planning and designing of experiments. Basic experimental
designs useful in aquaculture experiments are described in this chapter.

Terminology

The terms which are frequently used in experimental designs are given
below.

Experiment

An experiment is a planned enquiry to obtain new facts or to confirm
or to deny the facts established earlier.

Treatment

The object of comparison is termed as treatment. For example, Lreatments
may be different stocking rates, feeds, fish species, etc.

Experimental unit

An experimental unit is the unit of material to which a treatment
is applied. For example, the experimental unit may be a pond, a fish,
an animal, a piece of land, etc.
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1224 Experimental error

123

12.3.1

12.3.2

Experimental error is a measure of variation that exists among the
experimental units treated alike. There are two main sources of experi-
mental ‘error.

(i) inherent variability in the experimental material (unit) to which
treatments are applied.

(ii) variability due to lack of uniformity in the physical conduct
' of experiment or in other words, failure to standardise the
experimental technique.

Experimental error provides a basis for the confidence to be placed
in the results obtained from the experiment. Therefore, it is necessary
to control the experimental error. Replication and local control, which
will be discussed later, under the principles of experimental design,
are helpful in reducing the experimental error.

Basic principles of experimental designs

The three basic principles of experimental design are (1) Randomization
(2) Replication and (3) Local control. These 3 principles are the minimum
requirements for any valid experimental design.

Randomization

Allocation of treatments to various experimental units by a random
process is called randomization. Thus randomization ensures that all
the experimental units have an equal chance of receiving. a particular
treatment. Its function is to provide unbiased estimates of treatment
means and experimental error.

Replication

Repetition of the treatment under investigation is known as replication.
Its function is to provide an estimate of experimental error and to
imptove the precision of the treatment effects and hence of the experi-
ment. A minimum of 2 replications are required to estimate the



173

experimental error. As the precision of the experiment increases with
the increase in the number of replication, maximum number of replications
(feasible) should always be tried.

12.3.3 Local control

Local control is a device of grouping experimental units into groups
of relatively homogeneous units. Local control helps in reducing the
experimental error.

124 Experimental designs

The number and nature of the treatments proposed to be included in
the experiment help in selecting the appropriate experimental design.
Commonly used designs are given below.

12.4.1 Completely randomized design (CRD)

This is the simplest of all designs which uses two principles of experi-
mental designs, namely, replication and randomization. In this design
each treatment is applied randomly to a few experimental ponds or
units. It is not necessary that the number of replications for each treat-
ment be the same. However, to estimate the treatment effects with
equal precision it is better to have each treatment replicated equally.
This design is suitable only when the experimental units receiving treat-
ments are homogeneous (e.g., cement cisterns). Hence, the design is
mostly used in laboratory experiments.

124.1.1 Layout of the design

The term layout refers to the placement of treatments on the experi-
mental units. Suppose it is planned to compare 4 treatments A, B, C and
D, with 5 replicates of each treatment. Then 20 experimental units
are required. These experimental units are then numbered from 1 to 20.
Draw 5 numbers which are less than 20, using random number tables
or by drawing lots. They may tum out to be, say, 8, 19, 7, 12, and 3.
T_l)o experimental units bearing these numbers will receive say, treat-
ment A
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The uccnd set of 5 random numbers to which say treatment B
will be appiied Is drawn, which may turn out to be’ say, 1,4,13
18 and 20. The third set of 5 random nu.mbor's Is drawn which ua;
turn out to be 9,15,17,6 and 14 and the experimental units bear=
ing these numbers receive say treatment C. Treatment D is applied
to the rama-lnlng 5 experimental units,One of the possible -tayouts
of the design is shown in Figure 1.

‘s 0 ’A ‘g
°0 éc 7a 8a
% 10 "y 12,
138 14c 15c 160
1, 18, 19, 20,

fig. 1. Layout of compietely randomized design

12.4.1.2 Analysis

Let xi denote the observation on the ith treatment from jth replication
(i = ‘, 2 +.¢.t §j =12 ...ri For analysis of this design, the

following additive model is used :

X - m+|] +0‘

ij j
where m is the general mean

'l is the effect due to ith treatment
e.. is experimental error which "~2 independently normally distributed

| with mean zero and variance ‘.0
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Null hypothesis to be tested is,

H(J H There is no difference among treatment effects

Analysis of variance technique is used to test this hypothesis.
Tabulate the data collected from an experiment as shown in Table 1.

Table 1. Data from a completely randomized design

Treatments Observed yield from experimental Units Total
(A) ! *11 *12 *13 1a. %15 "
@ 21 *22 *23 . 25 T2
© : *3 32 33 *3 35 Ts

)
© . X4 42 43 s "as s

The following computations are required :
2

(G)

L Correction factor (CF) = e
Where G is the grand total of all the observations and 'n'
is the total number of observations, i.e., n = rt where 'r' is
number of replications and 't' is the number of treatments.

. Total sum of square (TSS)
Sum QJ squu? of all observaiiom - {:F

- CF

( x"+x12¢.....xu‘+xas)

2
Iz x“-CF
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Treatment sum of squares (TRSS)

(when the number of replications is the same for each treatment)
2 2 2 2
T T -
. :* 2 * T 3+ T 4 CF

r

Treatment sum of squares when the number of replications
is different for each treatment is given by,

2 2 ¢ 2
T T
TRSS = _1_ + __2_ + T} + Ta - CF
T, I 'y A
where T, and T, 6 are yield totals for the 1st, 2nd,

3rd and }Ath %reagments respectively.
Error sum of squares (ESS)

TSS - TRSS
n -

"

These computations can be summarized in the form of analysis of
variance (ANOVA) table. The ANOVA for CRD with 't' treatments and
't' replications is given below :

Sourse of di Sum of squares Mean square (MS) F
variation (sS) L S5
e
TRS
Treatments t-1 ~ TRSS t_1S M1
£S5 F(cal) =
. %
Error t(r-1) ESS oD E

Total

re-1 TSS
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To test the hypothesis Ho, F(cal) has to be compared with the table
value of F with (t-1) and t(r-1) df., at a desired level of significance,
generally at 5% and 1% levels of significance.

If F(cal) > F table reject Ho

When F(cal) 2 F table F value is said to be significant. If it is signifi-
cant at 5%, one asterisk is put on F value, whereas if it is significant
at 1% two asterisks are put. When Ho is rejected, the treatment means
sthat differ significantly may be found out. This is done by computing
the critical difference (CD). The formula for computing CD when the
number of replications is the same for each treatment is given by,

CD

=(\| ft)t

The value of t is obtained from the t-tables at 5% levelof significance
with the error degrees of freedom.

If the number of replications is not the same for each treatment then
CD for comparing two treatments which have been replicated ri and
rj times is given by,

(J(

e & ool Y4
5

12.4.1.3 Advantages and disadvantages

The main advantages are

()

(i)

(iif)

The design is very flexible and can be used for any number
of replications. Replications can vary between the treatments.

The design allows the maximum number of degrees of freedom
for error (the precision of small experiments increases with
error degrees of freedom).

The statistical analysis is simple.
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(iv) Unequal number of replications for the various treatments
does not affect the simplicity of the statistical analysis.

The main disadvantage'of the design is that it is usually suitable only
for small number of treatments and for homogeneous experimental
material.

Example 1

five test diets were tested against the growth performance of a certain
fish in plastic pcols for a period of 1 month. The daily feed provided
was 50% of the total weight of 40 fry kept in each plastic pool. The
experimental design used was completely randomized design and each
treatment was replicated 4 times.

Growth performance is given below :

Treatments Net gain in weight (qg)/fish Total  Mean
(test diets) Rep. 1 Rep. 2 Rep. 3 Rep. 4
A 0.95 0.85 0.85 0.90 3.55 0.89
B 0.43 0.45 0.40 0.42 1.70 0.43
B 0.70 0.90 0.75 0.70 3.05 0.76
D 1.00 0.95 0.90 0.90 3.75 0.94
E 0.90 1.00 0.95 0.95 © 3.80 0.95

Grand Total 15.85

Ho : There is no significant difference among treatment means.

(15.85°

5611
20 12.56

l.  Correction factor (CF) =

Il. Total sum of squares (TSS)

2
(0.95)2 + (0.85)2 +......4(0.95)2 + (0.95) - CF
13.3713 - 12.5611 = 0.8102
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. Treatment sum of squares (TRSS)

:_(359% + (1702 « 309 + 3797 + 38002 - oF
4
= 13.3244 - 12.5611 = L7633
Iv. Error sum of squares (ESS) = TSS - TRSS = 0.0469.

These computations can be summarized in the form of analysis of
variance table given below.

Source of variation duf. SS MS F
0.1900 g
T 4 0.7633 0.19080 F= — =61.5484
reatments 0.0031 61.548
Error 15 0.0469 0.0031=E
Total 19 0.8102

From F table it is found that F with, 4 and 15 df
=z 3.06 at 5%
4.89 at 1% level of significance.

F value is significant at 1% as F(cal) > 4.89. Hence, the hypothesis
is rejected and the conclusion is that the mean gain in weight for
the test diets differed significantly. It will be of interest to know which
of the treatment means differs significantly. Compute CD using the
formula,
( [2£)t

r

2f( 2 —(.%0}1—)) 243

= 0.08
Arrange the treatment means in the descending order

CD %

Treatment (Test diet) E D A £ _ B

Mean gain in weight 0.95 0.94 0.89 0.76 P._A_S
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The treatments which do not differ have been joined by a line. In
this experiment treatment means of £, D and A do not differ by more
than 0.08 (CD value). Hence they have been joined by a line. But
the difference between treatment means £ and C, D and C and A
and C is more than the CD values, indicating that treatment C differs
from E, D and A. Similar interpretation holds good for the other treat-
ments also.

Conclusions

Test diet E recorded maximum net gain in weight (0.95 g/fish) and the
minimum gain (0.43 g/fish) was recorced by test diet B. The effect
of diet £ on growth performance was on par with the effect of diets
D and A and these "3 diets were significantly superior to C and B.

Randomised complete block design

The completely randomized design, discussed earlier is suitable only
when all the experimental units (e.g. ponds) are homogeneous, which
is difficult to ensure in many cases. However, it may be possible to
get a group (block) of homogeneous units (e.g. ponds in a row or
ponds of similar size etc.). After grouping the experimental units in
to homogeneous blocks, the treatments are allocated randomly to the
experimental units within the block such that each treatment appears
once in each block. The number of experimental units in each block
equals the number of treatments. Such type of experimental plan is
called 'Randomised complete Block Design (RBD). In this design frash
randomization is needed for each block, i.e., randomization is restricted
to 8 block. This is the difference between RBD and CRD.

The design is more suitable when there is one source of variability
as it can be controlled by suitable blocking. For instance the design
is particularly useful if soil fertility varies in one direction.

The blocks or replications do not necessarily mean blocks in fields/farms.
In fish feeding experiments for instance, blocks may be made up of
fish of the same age or weight or some other factor. RBD can be
used in experiments for comparing the efficiency of different feeds,
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effect of stocking densities, different doses of fertiliser, water levei,
etc.,, on fish yield or on any other character of interest. .This design
is very popular in agricultural field experiments.

Layout of the design

To illustrate the layout of the RBD consider an experiment
in which 4 feeds, A, B, C, and D are to be compared for the growth
of a major carp from the stage the fry are going to be stocked in
stocking ponds. If it is decided to use 5 replications, then there tave
to be 5 blocks each containing 4 stocking ponds. These ponds are num-
bered from 1 to 4 in each block. For randomizing treatments in block |,
numbers less than or equal to 4 are randomly drawn from random number
tables or by drawing lots. If the numbers drawn appear in the following
order 3, 1, 2, 4 then allot treatment A to pond number 3, B to pond
number 1, C to pond number 2 and D to pond number 4. Likewise
treatments can be randomized within block numbers Il, lll, IV and V
by drawing fresh set of 4 numbers randomly for each block separately.
Layout of the design is given in figure 2, which is one of the many
possible layouts.

Block
I 's 2. 3 4
I 5 2, 3 4
m A 2, 3 4
v 1 8 2C 3 A °0
v e 2, 3 i 4

Fig. 2 : A layout of the randomised complete block
design.
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124.2.2 Analysis

Let x. denote the observation on the ith treatment (i = 1, 2 . . . t)
in the jth replication (j = 1, 2 . . . . ). The following additive model

is assumed :

X,, ® m+a +b +e,.
ij i i i

I
where m is the general mean

a is the effect due to ith treatment

bl, is the effect due to jth block
e!_ is experimental error which is assumed to be independently

1 .
ar’\d normally distributed with mean zero and variance ¢ .
The null hypothesis to be tested is,

Ho : There is no difference among treatment effects

Analysis of variance technique is used to test this hypothesis.

The data collectedarearranged in the following form :

Treatments Replications
I u 1 v v Total
A %19 *12 *13 *14 %15 LI
o %21 %22 X3 %2 %25 T,
= Kyt~ -Nap X33 %34 X35 Ts
0 a1 a2 43 a4 45 T
Total R R R K7 R G
L
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Compute,

L Correction Factor (CF) =

where G is the grand total of all the observations n = rt is
the total number of observations.

Il Total sum of squares (TSS)
z sum of squares of all observations - CF
= (x 2+X2+....+x2 +x2 ) - CF
11 12 44 45
. I ‘xz“- CF

L Replication sum of squares (RSS)
2 2 2 2 &
R1 +R2 4-R3~0‘Ra4-R5 - CF
number of treatments

= z&z-CF

t
where R, R, R, R, and R_ totals of 1st, 2nd, 3rd, 4h and 5th
replications respectively, t is the number of treatments.

Iv. Treatment sum of squares (TRSS)
2 = 2 2
= T1 - T2 + T3 - Ta - CF

Number of replications

. % Lz - CF'
r
where T, T, T_ and T,k are tdtalsof the 1st, 2nd, 3rd and 4th treat-
ments respectively and r is the number of replications.
V. Error sum of squares (ESS)
TSS - (RSS + TRSS)

-+
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These computations can be summarised in the form of ANOVA table.

Source of df SS MS F
variation
Replications r-1 RSS —':—S;?— 2 M,| F(Cal) = M2
E

Treatments t-1 TRSS -8 =M

' t-1 2

ESS

Error =1)(t-1 E e
rro (r-1)(t-1) SS o) oD £
Total . n=1 TSS

" For testing the hypothesis, the value of F(Cal) has to be compared
with the table value of F with (t-1) and (r-1) (t-1) df at a desired
level of significance. '

If F(cal) > F table, reject Ho

When Ho is rejected, it may be of interest to know which of the
treatment effects differ significantly. This is done by calculating CD
using the formula,

o & “I—zri')t

The value of t is obtained from t tables at 5% level of ‘sig'\if';cance_
with error degrees of freedom.

The treatments for which the means differ by CD value or more will
be considered as differing significantiy.
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124.23 Advantages and disadvantages

The main advantages are,

(i) Design is more accurate than CRD for most types of experi-
mental work as variation due to blocks can be eliminated from
experimental error, thereby reducing the error.

(ii) Design is flexible as no restrictions are placed on the
number of treatments or on the number of replications in an
experiment.

(iii) The statistical analysis is simple.

The main disadvantage of the design is that it is not suitable for experi-
ments with large number of treatments since the blocks become too

larger and lose their homogenity.

Example 2

To study the etrect of stocking density on a certain fish species,an
experiment was conducted with 6 different stocking densities (treatments)
of fingerlings in ponds of size 0.02 ha using randomized block design
with 4 replications. All cultural practices except the stocking densities
were kept the same. Harvesting was done after 6 months of stocking.
The yield t/ha for different stocking densities is given below. Find
out whether there is significant difference among yields obtained at
different stocking densities.

Stocking Densities Replications

o (per hectare) R I RNl R R IV Total
20,000 3.6 2.8 3.0 4,0 13.4
30,000 4.8 4.2 4.0 5.6 18.6
40,000 6.0 5.7 5.2 6.2 23.1
50,000 6.6 6.4 5.4 6.5 25.9
60,000 7.0 6.5 5.9 7.0 26.4
70,000 74 6.8 - 60 7.2 2741

35.1 32.4 29.5 36.5 1335
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Ho : There is no significant difference among treatment effects.

“rne following computatinns are required to test the hypaothesisg

V.

CF

TSS

TRSS

ESS

" ou

(133.5)2

2 = 742.5938

0.8°% + 28% +...+ 0%+ .27 - cF

783.29 - CF
40.6962

35.1)% + (32.4)% + (29.5)% + (36.5)% - CF

6

747.3783 - CF
4.7845

(13.62 + (18.6)% + . . . . + (2712

3110.51

4

Y - CFf

35.0337
TSS - (RSS + TRSS)

40.6962 - (4.7845 + 35,0337)
0.878

- CF

These computations can be summarized in the form of ANOVA table

given below.

Source of variation duf. SS MS F

Replication 3 4.7845 1.5948

Treatments 5 35.0337  7.0067 Flcal) = 119.77%*
Error 15 0.870 0.0585% o

Total 23 40.6962

*# Significant at 1%



1243

187

F table 2.90 at 5% level of significance

4.56 at 1% level of significance

The calculated value of F is significant at 1% level of significance,
indicating that the mean yield per pond for all the treatments differed
significantly.

To find out which of these treatments differ significantly CD was
worked out. It was found to be 0.36

Treatments 70,000 60,000 50,000 40,000 30,000 20,000

(stocking

density/ha)

Mean vyield 6.78 6.6 6.23 5.78 4.65 3.35
(per pond)

Conclusions

Stocking density 20,000/ha recorded the minimum yield, whereas 70,000/ha
recorded the maximum vyield. There was no significant difference between
the yields obtained at 60,000 and 70,000/ha densities. The yield from
these stocking densities was significantly higher than that from all
other densities tested in the experiment. The yields obtair.2d at 50,000/ha;
40,000/ha; 30,000/ha; and 20,000/ha differed significantly from one
another.

Latin square design (LSD)

Variation due to one factor of variability can be effectively controlled
by adopting RBD. Often there is variation in respect of more than
one, for example, pond size, depth, shape etc. The variation in respect
of two factors can be controlled by using the 'Latin Square Design
(LSD)'. In this design two restrictions are imposed by forming blocks
in two directions, row~wise and column-wise.

In this design, the number of treatments equals the number of replica-
tions. !f ‘r' stands for the number of treatments as well as for the
number of replications of each treatment, then the total number of
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experimental units required for this design is r x r = rz. These rz units
are arranged in 'r' rows and 'r' colomns, each corresponding to different
sgurces of variation. Then the 'r' treatments are assigned to these
r  experimental units in such a way that each treatment appears only
once in each row and in each column. h RBD there was one restriction
that each treatment must appear once in each block, LSD differs from
RBD, in that, two restrictions are imposed namely each treatment must
appear once in each row and each column. LSD is preferred to RBD
when there are two sources of variability.

Layout ‘of the design

Treatments have to be assigned to experimental units in such a way
that every treatment occurs only once in each row and once in
each column. This can be done in large number of ways. The way
in which it has to be done. has to be decided randomly.

There are 2 possible arrangements for 2 x 2 latin square of which
one can be selected randomly as a layout of the design. For 3 x 3
latin square there are 12 possible arrangements of which one can be
selected randomly as the layout for conducting the experiment. The
number of possible arrangements increases with the increase in size
of the latin square. For 5 x 5 latin square there are 161280 possible
arrangements. Complete enumeration and selection for such a large
number of squares is tedious and hence in 'statistical tables for biological,
agricultural and medical research', Fisher and Yates (1963) have given
set of squares for 4 x 4 5 x 5 and 6 x 6 from which all possibie
arrangements could be obtained by permuting rows, columns and letters.
From these set of squares first select a square at random. Then, in
the case of 4 x 4 and 5 x 5 permute all rows except the first of the
selected square, and all columns. Alternatively permute all rows except
the first and assign the letters to the treatments at random. For 6
x 6 squares permute all rows and columns at random and then assign
the treatments randomly to the letters. Only 4 squares for 7 x 7 and
one square each for 8 x B to 12 x 12 latin squares are available (Fisher
& Yates, 1963). For squares of these sizes it is enough, if we take
only given square and permute randomly all rows, colomns and treatments.
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One of the possible arrangements of 5 x 5 latin squares is given in

Figure 3.
Columns
A E D c B
D B A £ C R By
C, D
B A c ) 3 sod £
Rows are
c D £ B A treat-
ments
£ C D A D
Fig. 3 : A Layout of latin square design
12.4.3.2 Analysis
For analysis of this design the following additive model is used :
x"k =m+ai+bi+ck+euk
wherer X is the observation on ith treatment in jth row and kth

column (iy j, k = 1, 2 v e v s 1)

m is the general mean effect

a, is the effect due to ith treatment
b, is the effect due to jth row

c‘ is the effect due to kth column

e' is experimental error which is assumed to d?e independently and
nckm-uy distributed with mean zero and variance O.

The null hypothesis to be tested is that there is no difference among
treatment eftects.
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The analysis of data proceeds almost in a similar way as in the case
of RBD. But here we will have Row sum of squares (ROSS) which
is computed using the row totals, column sum of squares (COSS) using
the column totals and treatment sum of squares (TRSS) using the treat-
ment totals.

The tollowing computations are required for testing the null hypothesis:

l.

V.

Vi

(f_

2
r

Correction Factor (CF) =

where G is the grand total of all the observations, r = Number
of treatments = Number of replications.

Total sum of squares (TSS)
2 Sum of squares of all observations - CF

z Iz xzilk - CF
z R'Z
ROSS = —?— = GF

were Rj is the total of the jth row

coss =  §Ck’ - CF
r

TRSS = LTi® - CF
-

were Ti is the total of observations of the ith treatment.

Error sum of squares (ESS)
= TSS - (ROSS + COSS + TRSS)
= =+ IV +V)

These computations can be summarized in the form of ANOVA
as given below:

table
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Table : ANOVA table for LSD

Source of d.f. SS

Variation

Rows r-1 ROSS 2053 g M
r-1 1

Columns r-1 COsS E)-g 2 M
r-1 2
TRSS

Treatments r-1 TRSS — = M_F (cal) = M
-1 3, 3

E

ESS .

Error (r~1) (r=2) ESS D -2 ° E

Total r2-1

For testing the hypothesis, F(cal) has to be compared with the table
value of F with (r-1) and (r-1) (r-2) df at say 5% and 1% level of
significance.

i F(cal) > F table, reject Ho

When Ho is rejected, treatment effects that differ significantly may
‘be found out. This is done by calculating CD using the formula,

CD

"
P
'N
™
-
-

The value of t is obtained from t-tables at 5% level of significance
with error degress of freedom.

The treatments for which means differ by this CD value or more will
be considered as differing significantly.
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12.3.3.3 Advantages and disadvantages

The advantages are,

i) With- a two-way grouping, the latin square design controls more
variation than CRD and RBD, which results in a small error mean
square.

ii) Statistical analysis is simple
The disadvantages are

i) Due to its rigid nature, the number of replications should be
equal to the number of treatments, this design becomes impracti-
cable for large number of treatments. The design is seldom used
for more than 10 to 12 treatments.

i) For less than 5 treatments, latin square design may not be as
efficient as RBD or CRD as it does not provide sufficient number
of degress of freedom for reliable estimation of experimental
error.

Example 3

Five test diets (A, B, C, D and E) were tested for the growth perfor-
mance of a certain fish species for a period of 6 months adopting
. the latin square design taking initial weight of fish as rows and initial
age as columns. The net gain in weight (g) per fish is given below,
Find out whether there is significant difference among yields obtained
from test diets A, B, C, D and E.
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hitial age
Total
D E c B A
35 33 31 29 26 154
Cc D A E 8
50 47 41 46 31 215
initial | E A B D e
weight] 43 30 25 37 35 170
B 62 E A D
40 39 40 25 38 182
A B D c E
27 25 21 31 25 129
Total 195 174 158 168 155 850

Answer :

Ho : There is no significant difference among treatment effects.

%s CF =

2 7SS =

"

2

r

LIz

30398 - 28900

1498 cecasesnsnsacsace

s (850)2
25

= 28900

xilkz - CF

n




3. ROSS

= 1 ¢ B, (T {0
4, CcosS = Ick® - crf

s 145514 « CF
5

2 11N R— ()

5. TRSS r Ti - CF

Where T1, Tz, TB’ Ta and ‘|’5 are totals of A, B, C, D, and E treatments

respectively. In the given example

T1 s 149, T2 = 150, TJ = 186, TA = 178, TS = 187
. 4
Hence, TRSS = ¥ N - TF
r
= 145950 - CF

(iv)

2
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&, ESS = Total SS - (ROSS + COSS + TRSS)
=z (M =+ m+1v)
g 1498 - (821.2 + 202.8 + 290)
= 1498 - 1314
=z 184

Analysis of variance table

Source d.f. S5 MS F
Rows 4 821.20 205.30 13.39%*
(Initial weight)
Columns 4 202.80 50.70 3,31+
(initial age)
Treatments 4 290.00 72.50 4,73+
Error 12 184,00 15.33
Total 24

*¥ - Significant at 5%

** - Significant at 1%

F table =  3.26 at 5% level of significance

5.41 at 1% level of significance
Conclusions

i) F value is significant at 1% for rows indicating that mean gain
in weight varied depending upon the initial weight.

i) F value is significant at 5% level of significance for treatments,
indicating that mean gain in weight differs significantly for test
diets A, B,"C, D and E
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Advanced Designs

Designs discussed above are the 3 bul’é)experimental designs. For ad-
vanced designs such as confounded, split plot, composite, residual effect
designs, etc., readers may refer to Cochran and Cox (1957) and Nigam
& Gupta_ (1979).
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Chapter 13
TIME SERIES

Introduction

Time series is a series of observations, constituting a statistical data,
observed at different units of time, such as years, months, days etc.
For instance, time series may represent the fish production of a country
over the years, prices of fish over the months, growth of fish over
the weeks etc. The basic assumption in the time series analysis is
that those factors which +have influenced the observations.
in the past and present will continue to influence more or less in the
same manner in future. Therefore, the objective of time series is
to identify and isolate these factors for predictive purpose.

Components of time series

Observations of time series vary with time, due to the effect of certain
factors. These factors are generally referred to as 'components of
time series'. They are,

i) Trend or secular trend
ii) Seasonal fluctuations
iii)  Cyclic fluctuations

iv)  kregular fluctuations

Every observation of the time series is assumed to be the joint effect
of these four components. Mathematically, ¥ = T x S x C x |

Where T, S, C, and | indicate the effect of trend, seasonal fluctuations,
cyclic fluctuations and irregular fluctuations, respectively. When the

data are recorded annually, then an observation is expressed as

Y=TxCxl
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Trend

Most of the time series exhibit a general tendency to increase or
decrease over a long period of time. This basic tendency is called
the 'trend' or secular trend of a time series (Fig.1). Thus trend is the

overall change taking place in
Y time series over a long period
of time. It reflects the effect
of forces that constitute gradual
growth or decline without
sudden reversal of directions.
Some examples of secular trend
are, steady increase of population
over a period of time, steady
increase of inland fish production
over the last few years.

Actual time seri

Secular trend

Year
Fig. 1. Secular trend

1322 Seasonal fluctuations

Seasonal fluctuations refer to regular and periodic variations that occur
in a time series over a short period. These fluctuations repeat at
regular intervals of time,say every day, every month etc. Generally
the periodicity of seasonal
fluctuations is less than one
year. Weather conditions, cus-
toms, traditions and habits
of people etc., cause seasonal
fluctuations. Some examples of
seasonal fluctuations are
i) Phytoplankton production
will be more ‘during day
time. .

Seasonol fluctuations

ii) Landings of some marine
Month fishes are more during

Fig. 2. Seasonal fluctuations  lunar phases.
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1323 Cyclic fluctuations

Most of time series on economic activities are influenced by the periods
of prosperity and depression. In times of prosperity, production, sales,
employment etc., are high and in the times of depression, the opposite
is true. Thus the periods of prosperity and depression cause upward
and downward movements in time
series, These movements or fluctua-~
tions are called 'cyclic fluctuations',
These fluctuations differ from
seasonal fluctuations in that they

CyCliCOl fluctuations are of longer duration than a

year and they do not generally
exhibit regularity in their occurence.

Fig. 3.

Year
Cyclical fluctuations

13.2.4 Irregular fluctuations or random fluctuations

133

Fluctuations caused by chance events such as wars, floods, strikes
etc., are called irregular fluctuations. These  fluctuations are un-
predictable and their effect lasts generally for a short period. For
example strike by fishermen will push down fish production, a fire
in a departmental store will influence sales,

Analysis of time series

The process of separating out the different components of the time
series and studying them individually is known as analysis of time series.



1331 Estimation of trend

The following are three important methods of measuring the trend :

i) Free hand method or graphic method
ii)  Method of moving averages
iii) Method of least squares

13.3.1.1 Free hand method or graphic method

This is the most simple method of estimating the trend values. in
this method first, the original observations of the time series are plotted
on a graph paper. Then a smooth curve passing through many of
these points is drawn. This curve
Y describes the trend. This method
is quite easy to wunderstand and
does not involve any mathematical
complications and saves time. The
main drawback of this method is,
it does not lead to unique results
as different persons may draw
different trend lines for the same
set of data.

Year
Fig. 4 Eye fitted trend

1311.2 Method of moving averages

The method of moving averages is a simple but effective method of
measuring the secular trend in a time series. It consists of calculating
the simple arithmetic mean by taking specified number of observations
at a time say 3, 4 5 etc, and writing it in the centre of these
observations. Then repeat the process by adding the next observation
and dropping the initial observation till all the observations of the
series are exhausted. The number of observations taken at a time
is called the 'period of moving average'. These averages are called
moving averages as the process of taking the averages goes on moving
from beginning of the table to the end.



An advantage of this method is that it reduces
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the variations.

The drawback of this method is that it does not give the values for
a few observations at the beginning of the series and for a few obser-
vations at the end of the series.

Example 1

Find the trend values for

the following data on total fish production

in the countty by i) 3 yearly and ii) 5 yearly moving averages. Plat
the given data and the trend values.
Year ' 1974 1975 1976 1977 1978 1979 1980
Production 22.56, 22.66, 2174, 23.12, 23,06, 23.40, 24.42
(lakh tons)
Arswer
Year Fish 3 yearly 5 yearly
Production moving moving
(lakh tons) average average
1974 22.56 - #
1975 22,66 22,32% -
1976 21.74 22,51 22.63++#
1977 23.12 22,64 22.80
1978 23.06 23.19 23.15
1979 23.40 23.63 -
1980 24.42 - =
*22.32 = 2256 + 2266 + 21.74
3
*%#22.63 = 22.56 + 22.66 + 21.74 + 23.12 + 23.06

5
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ZSr
pJA
23}
e~ Observed dato
ar x---% 3 Years moving
*=—s Yeo?s mo
2 average

2 75 7% 77 8 B 80

Fig. 5. Trend by moving average method

13.3.1.3 Method of least squares

The method of least squares described in chapter 10 can be used to
fit appropriate trend line for the given time series data. Appropriate
trend may be linear (straight line) or exponential or quadratic
(parabolic) depending upon the variable under study. The method
is objective and highly efficient. Trend line worked out by this method
can be used for predicting immediate future trend.

i) ~ Unear trend
Linear trend is estimated by the equation,
Y 2 @ wlibtie v erwierwie e o0
Where Y is the variable under study and t is the time period.
The parameters of the equation 'a' and b' are estimated by
the method of least squares discussed in Chapter 10. Computations

can be made easier by choosing t such thatIt = o. In such
cases 'a' and b' are estimated using the following formulae :
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Y
a = Py
b o —iB

It
Example 2

Fit a linear trend to the data given in example 1, graph the original
and trend values, estimate the production for 1981.
Answer

In the given example n = 7, therefore middle most year is taken as
zero and other values are written as shown in the table.

2
Year Fish production t tY t
(lakh tonnes)
(v).
1974 22.56 -3 67.68 9
1975 22.66 ~2 45,32 4
1976 21.74 -1 21,74 1 N
1977 2312 0 0 0
1978 23.06 1 23.06 1
1979 23.40 2 46.80 4
1980 24.42 3 73.26 9
160,96 0 8.38 28
a = —"_z "Y' = 160.96 = 22-”
= 160,96
7
b = e 1 A ;Y : 838 z @299
It 28

F-BO,YSZZ”OEZ”t.......-.. ‘m



Trend values for different years are estimated using equation (I). To
get trend value for 1974, put t = -3 in equation (Il), which gives Y =
22.093. To get trend value for 1975, put t = -2 inequation (l)and so on.
Trend values for different years are given below :

Year Observed Trend value
(Estimated)
1974 22.56 22.093
1975 22.66 22,392
1976 21.74 22.691
1977 2342 22.990
1978 23.06 23.289
1979 23.40 23.588
1980 24,42 23.887

Estimated productior for 1981 is obtained by putting t = 4 in equation
().

2299 + 0.299. (4}
24,186

i Y
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25,

24}

' Trend line
234

2}

3]} Observed data

2% 75 7 77 78 7M™ 80
Years
Fig. 6. Linear trend

Example 3

Export of marine products in thousand tons are given below. Ffit
linear trend line and estimate the exports for 1981,

Year 1975 1976 1977 1978 1979 1980°
Quantity 54.56 66.75 65.97 B86.89 B6.40 75.58
Exported
(*000 t)
Answer
In this example, number of observations, n

most years are taken as t = -1 and t =
t are as shown in the table, so as to make

6, therefore two middle
and remaining values of
t=0

M-
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Year Quantity t tyY tz

(Exported)

('oo0t) (Y)
1975 54.46 -5 -272.3 25
1976 66.75 -3 -200.25 9
1977 65.97 -1 - 65.97 1
1978 86.89 1 86.89 1
1979 86,40 3 259.20 9
1980 75.58 S 377.90 25

436.05 4] 185.47 70
a = Y = 436.05 = 72.675
n 6
b = Lty = 18547 = 265
Z 2 70

Hence, the trend line is Y = 72.675 + 2.65 t. Estimated exports for
the year 1981 are

Y = 72675 + 2.65 (7) = 91.225

i)  Exponential trend

The linear trend is suitable when the variable under study is changing
on an average by equal absolute amounts in each time period. However,
if the absolute amount of a variable increases more tapidly in the
later time periods than the earlier one, exponential trend will be approp-
riate instead of linear trend.

Exponential trend is estimated by the

o R s i =
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Where Y is the variable under study and t is the time point, a and
b are constants. Equation (Ill) is not in the linear form. However,
it can be brought to the linear form by logarithamic transformation
assuming multiplicative error model (see 10.4.9.1).
Taking logarithm on both sides of (i) gives,

]
log Y =log a +(logb)tie, Y = A +Bt.e..... (V)
I
Where Y =log Y, A = log a B = log b.

As equation (IV) is in linear form, A and B are estimated as in the

case of linear trend (equation [), choosing t such that It:=aQ
|
A = Joga = Ly = log Y
n n
T |
B = logb = Yt = Z(log Yt
T ¢ T2
Example 4

Fit an exponential trend line for the data given in example 1. Estimate
the production for the year 1981.

Answer

4 1 2
Year Fish prod Y =log VY t Yt t
1974 22.56 1.3534 -3 -4,0602 9
1975 22.66 1.3553 -2 -2.7106 4
1976 21.74 1.3373 -1 -1.3373 1
1977 23.12 1.3640 0 0 0
1978 23.06 1.3628 1 1.3628 1
1979 23.40 1. 3692 2 2.7384 4
1980 24,42 1.3878 3 4.1634 9

£

9.5298 0 01565



A = Ly = 9.5298

2 1.3614
n 7
’ 1
B = Lyt = L1565 = 0.0056
I t2 28

Thus the fitted trend line can be expressed as,
log Y = 13614 + D0.0056t

To estimate the production for 1981, put t = &
log Y = 1.3614 + .0056xy

log ¥ = 1.3838

Y = 24,1991
iii) Quadratic trend
Straight line may provide trend of a time series reasonably well, for
short periods of time. However, for longer periods a curve of some
sort may be suitable to describe the trend. A 'Quadratic model', or
'second degree polynomial' or 'parabolic curve' is the simplest of curvi-

linear models. It is discussed here to estimate the quadratic trend,
which is given by,

Yo i e +ct2.....(V)

Where Y is the variable under study and t is the time period. The
parameters a, b and c of the equation (V) are estimated using the
method of least squares. This is achieved by solving the following
3 normal equations :

Ly na+b Itas+c Etz
Ity = i Sish EATne z:t3

zt2v= .2t2+bz t’u:}:t‘
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i t is chosen such that Lt = 0 then the above normal equations
reduce to
2
Y = na + cit (8%))
2
Ity = bIt (vin
2 ’ 4
Ty = al i eelt (v

The parameter 'b' is estimated from equation VI as,

Lty
L2

The parameters 'a' and 'c' are estimated by solving the equations (VI)
and (VIII).

Fitting of quadratic trend is explained with the help of data given
in example 1.

Year Y t tY tz th t‘
1974 22.56 -3 67.68 9 203.04 81
1975 22.66 -2 45,32 4 90,64 16
1976 21.74 -1 21.74 1 21,74 1
1977 23.12 0 0 0 0 0
1978 23.06 ;) 23.06 1 23.06 1
1979 23.40 2 46.80 4 93.60 16
1980 24.42 3 73.26 9 219.78 81

160.96 o 8.38 28 651.86 196

5% ty

L2
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Parameters a and c are estimated by solving the equations.

b 4 :na-o-c)_',lz

2:l:ZY = a ztz + C Zt“
i.e., solve .
160.96 = 7a + 28Bc - (IX)

651.86 = 28a + 196c - (X)

Multiply (1X) by 4 and substract (X) from it.

i.e, 64384 = 2Ba + 112
-651.86 = -28a - 196C
i.e, = B8.02 = -B4c

Hence, ¢ = 0.0955
Substituting the value of ¢ in (IX), the value of a is estimated as
a = 226124

Hence, the estimated quadratic trend is

Y = 22,6124 + 0.2993t + 0.09$5t2
25['
pIAN
23}
22t Quadratic trend

2! +- .
275 7% 77 78 79 %
Fig. 7. Quodratic trend
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Chapter 14

INDEX NUMBERS

ntroduction

An index number is a statistical device which measures the relative

_change in the values “of groups (set) of related vsnmles at two different
situations, time or place. The object of these mdex numbers is to

“measure the changes that have occured in prices, production, cost

of living etc. Business-men and economists are able to describe and
analyse business and economic situations quantitatively with the help
of these indices. That is why index numbers are some times called
‘Economic indicators or barometers”, Just as barometers measure
atmospheric pressure, index numbers measure changes occuring in eco-

nomic field.  Although index numbers are mainly used in business and
economics, they can also be used in other fields.

Types of index numbers

Index numbers can be broadly classified into 3 categories namely,

1. Price index numbers - to compare the changes in prices
2 Quantity index numbers - to compare the changes in quantity
3. Value index numbers - to compare the changes in value.

Base period and current period

index number helps to compare the changes in the values of variables
at 2 different periods. For comparison, one of the periods must be
a standard one. The period which is considered as standard is known
as 'base period', the other one a ‘current period' (given period). Usually
the price of a commodity in the base period is denoted by p and
quantity by qo. In the case of current period, price of a commodity
is denoted by Py and quantity by q,.- Price index numbers are generally
denoted by Pon and quantity index numbers by Gon.
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Price relatives

Price relative is defined as the ratio of the price of a single commodity
in the current period to its price in the base period.

Price of a commodity in current period

Price relativ =
e Price of a commodity in base period
Pn
= B usually expressed in %
o :

Note that the price relative for a given period relative to the same
period is always 100% i.e., the price relative corresponding to base
period is always 100, In statistical language 1970 = 100 indicates
that the year 1970 is taken as the base period.

Example 1

The price of rohu fish during 1976 and 1980 was Rs.9 and Rs.12 per kg.
respectively. Compute . price relative taking 1976 as the base year.

Answer

Price in current year
Price in base year

Price relative = z 12 = 1.33

9

The result indicates that the price of rohu in 1980 was 13% of that
in 1976 i.e., it increased by 3.

Quantity relatives

Instead of comparing the price of a commodity if we are interested
in comparing quantities; we use quantity relative

Guantity relative = 3p

%

and is usually expressed in %.
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Example 2
Export of marine products in our country during the year 1975 and

1980 was 54,463 and 75,583 tonnes respectively.  Compute quantity
relative taking 1975 as base year.

Answer

Quantity exported in the current year (1980)
Quantity exported in base year (1975)

Guantity relative =

75.583
= 56.463 = 1.39% = 139

The result indicates that the export of marine products in 1980 has
increased by 3%, as compared to 1975.

Necessity of single index number

Usually the comparisons of prices/quantities of large groups of commo-
dities will be of interest rather than of a single commodity. For example,
in computing cost of living index it will be of interest not only to
compare prices of milk in one period with another, but also to compare
prices of fish, eggs, bread, etc., so as to obtain some general picture.
Of course, price relatives of all these commodities can merely be listed.
This would not be satisfactory, what is required is a single price index
number which would compare over all price change in two periods.
Averages such as arithmetic mean and geometric mean are generally
used to summarize a large amount of information and to arrive at
a single index number. Depending upon the type of average used
there are different methods for computing index numbers.

The computational procedures of price or quantity or value index numbers

are almost similar. The computation of price index numbers is described

here.
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14.7 Construction of price index numbers

There are unweighted and weighted price index numbers. Method;/
of constructing these are described below. '

14.7.1 Unweighted price index numbers

14.7.1.1 Simple aggregative method

This is the simplest method of constructing index numbers. This method
consists of working out the ratio of sum of prices of commodities
of current year to that of sum of prices of commodities of base year.
Usually this ratio is expressed in percentage.

P P
npm. N2 « « « « « « « « « Nk denote the 'cesof)st.hd.p..

« « « o« o« kth commodity in the current year and 01, 02 ...... ok
denote the respective prices in the base year, then simple aggregative
index number is given by

P,.+P _#ceecee+P

1
Pon Pn F,nZ nk
ot * °2+.‘.....+P°k
P
z
= Pn x 100
L'

Although this method has the advantage of being easy to apply, it
has 2 disadvantages which make it unsatisfactory

(i) It does not take into account the relative importance of different
commodities.  Thus according to this method, equal importance
is given to salt and sugar and fish

(i) The particular unit of measurement used in price quotations
such as k.ograms, quintals etc. affect the value of the index
number.



14.7.1.2

Simple average of relatives method

In this method, first the price relatives are computed by dividing the
piice of the commodity in current year by price of the commodity in
the base year. Then these price relatives are averaged to get single
index number by using averages like arithmetic mean and geometric
mean.

Let pr'n1, F,n2 b e e e e Prk denote the price of 1st, 2nd . .

+ « + + « kth commodity in current year and o1, ©02 . ...... Pok
their respective prices in base year.

P
1
Price relative for 1st commodity is pn
ol
P
; . —_ n2
Price relative for 2nd commodity is 5 and 50 on.
02

Thus price index number using arithmetic mean as average is

. n1 n2+.____. Pnk 00
Pon :1 ( P°1 + p°2 * oo )x !
P
= 1_ ( Z—P—n ) x 100
k (o]

The price index number using geometric mean as average is

(E\_‘lxﬂZx.....xﬂ()V"
Pon = Po1 - Po2 Pok

Pn1 P Pri
Iogﬁm:l( log — + log F—....oloq;,—)
k ol o2
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pn
= .:__.(ZIOQP—O)

—

P
Hence, Pon = Anti log 1 Zlog - )
( k P
0
It is usually expressed in percentage. The disadvantage of this method
is that it does not take into account the relative importance of various
commodities.

Weighted index numbers
Weighted aggregative method

To overcome the disadvantages of the simple aggregative method,
prices of each commodity are assigned weightage by a suitable factor
often taken as the quantity of commodity sold during the base year
or of current year. Weightage indicates the importance of the particular
commodity. The formulae that arise when the base year or current
year quantities are used as weights, are discussed below.

i) Laspeyre's index number
In this index rumber base year quantities are used as weights.

If qo stands for the quantity of commodity sold during the base
year, then Laspeyre's index number is given by

Pon (Lasp) z Z 5 x 100
P
o

it) Paasches index number

In this index number current year quantities are used as weights.
if q stands for quantity of commodity sold during current year,
the Paasche's index number is given by



iii)

iv)

Pon (Paas)
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z ann
= Pa x 100
b o'n

Fisher's index number

It is the geometric mean of Laspeyre's and Paasche's index number.
fisher's index number is given by

Pon (F)

J Pon (Lasp) Pon (Paas)

Xpr?o : “ ann

)
z oqo z poqn

Marshall - Edge worth index number

In this index number weights are taken as arithmetic mean of

base year and current year quantities i.e.,

9% * 9
Weights will be ( s )
Marshall-Edge worth price index number is given by

Pon (M-E)

x 100

x 100
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14.7.2.2 Weighted average of relatives method

To overcome the disadvantages of simple average of relatives method
weighted average of relatives method is used. Each price relative is
assigned weight by the total value of the commodity in terms of some
monetary unit such as Rupee. Since the value of the commodity is
obtained by multiplying the price p of the commodity by quantity g,
the weights are given by pq.

We have 2 formulae depending on whether base year values (po qo)
of current year values *n qn)_are used as weights

1. When base year values are used as weights,

p
-2 P9
Pon = Po _ Pl < 100
2P % Py,

Which is equivalent to Laspeyre's index number

2 When current year values are used as weights

4]
N )
Po
Pon = x 100
I P9,
= ———§ wPW x 100, whereP:pn W:pnqn
pc:

14.8 Quantity index numbers

formula for quantity index numbers can be obtained by interchanging
p by qand q by p in the formula of price inaex numbers discussed earlier.
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Simple quantity index numbers

i) Simple aggregative method

I
Gon = ————— x 100
q

ii)  Simple average of relatives

1 A
&n:;‘z_ x 100

%

Weighted quantity index numbers

i) Laspeyre's quantity index number

qp
Qon (Lasp) = | - x 100
L 9P,

ii)  Paasche's quantity index number
z 9P

Gon (pGBS) | S ———. x 100
L ap,

ili) Fisher's quantity index number

Qon (F) = J (Laspeyre's quantity index number) (Paasche's
quantity index number)

iv) Marshall - Edge worth quantity index number

9 P P
Gon (M€) = L 'n(Co+ n) x 100
% (po+pn)
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Example 3

Calculate price index number using Laspeyre's, Paasche's, Marshall Edge
worth and Fisher's index number formulae for the following data on
selected items of marine products exported during 1979 taking 1975
as the base year. )

ftem Price Quantity exported

(Rs. 000) (000 t)
1975 1979 1975 1979

1. Frozen shrimp 23.8 41.4 46.5 51.1
2 fFrozen froglegs 24.0 21.7 2.0 29
3. Frozen cuttle 28.9 27.6 1.2 I KS
4, Fish & fillets 12.0 9.9 a3 22.6

Fresh & frozen

fish
5 Driea fish 4.1 4.7 2.4 3.4
Answer
Let po & pn denote price in base and current year respectively and

t‘o & qn denote the quantities in base and current year respectively.

The following computations have to be made :
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Item o n o n o o o n n o nn
s frozen 23.8 41.4 46,5 51.1 1106.7 1216.2 19251 21159
shrimp
2. Frozen 24.0 21.7 20 2.9 48.0 69.6 43,4 62.9
froglegs
3. Frozen 28,9 276 12 .5 34,7 43.4 33,1 41,4
cuttle
4, Fresh & 120 59 0.3 226 3.6 2712 .8 1333
Frozen fish
LR Dried fish 4.1 4.7 2.4 3.4 9.8 13.9 1.3 16.0
TOTAL 1202.8 1614.3 20147 2369.1
i) Laspeyre's index number
r PQ
. 29 x 100
- poqo
2014.7
: 1202.8 ko
- 1.68 x 100
= 168%
ii) Paasches index number
Pq
" Enn_ . 400

s poqn
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2369.1
16143
= 1.47 x 100
: 147%

iii) Marshall - Edge worth index number

r P q
= o e + T x 100
L Py CGo + )
pa P q
2 SR AE v x 100
I Py +2Pon
) 20147 + 23691 -

1202.8 + 1614.3

4383.8

* 2817.1 x 100
. 1.56 x 100
2 156%

.iv) Fisher's index number

J (Laspeyre's) (Paasche's) index number

J (1.68) (147

\I 2.4696

1.57

= 157%
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149  Value index number

The value index number using simple aggregative method is given by

rPa
Von = L x 100
z Polo
Where z P % = total value of all commodities in the base
period.
r P _AQ - i
nn = total vaiue of ali commodities in the given

period (current)

Weighted aggregative value index numbers can be constructed using
appropriate weights to indicate the relative importance of the commodities
on the lines similar to the construction of weighted aggregative price
and quantity index numbers.

1410 Tests for corsistency of an index number

According to Prof. Fishera good index number is the one which satisfies
the following two tests i) Time reversal test and ii) Factor reversal

test.

14.10.1 Time reversal test

According to this test any index number formula to be accurate should
be time consistant i.e., the same picture of change in the price level
should be obtained if the base period and current period are inter-
changed. Consider a particular commodity, say, fish. if the price of
fish is doubled from 1970 (Rs.4) to 1983 (Rs. 8), then price relative
for year 1983 taking 1970 as base year will be 2.00. Similarly price
relative for year 1970 taking 1983 as base year will be 1/2 = Q50
Thus, one is the reciprocal of the other and the product of 2 (G.5) = 1.
This is obviously for each individual commodity and according to this
test, it should be true for index number. in symbols this test says Pon.
Pno = 1 ie. the product of index number obtained by interchanging
the base year and the current year (subscript o & n) with the original

index number should be one.
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This test is satisfied by simple aggregative index number, index number
based on geometric mean, Marshall - Edge worth index number and
Fisher's index number

Factor reversal test

The index number obtained by inter changing the factors p's (prices)
and q's (quantities) occuring in a price index number formula, when
multiplied by original price index number should give value index number
i.e the product of price index number and quantity index number should

be equal to value index number.

i.e., Pon GQon = Von

Fisher's index number is the only index number which satisfies this

test.

14.11

As Fisher's index number satisfies both the time and factor, reversal
tests it is called the ideal index number.

Cost of living index number (consumer price index number)

The (whole sale) general price index numbers measure variations only
in the general level of prices. These variations do not throw light
on the effects of rise and fall of prices on the cost (standard) of living
of different classes of people. Therefore, to overcome this inability
of general price index numbers, special type of index numbers known
as 'cost of living index numbers' are computed.

Cost of living index number studies the effect of changes in prices
of commodities on the people (consumers). This index number is designed
to measure the increase in the cost of expenses of maintaining the
same standard of living as that of base year. Since different groups
of people consume different types of commodity and that also in different
proportion, it becomes necessary to compute separate index number
for different groups of people and for different areas. Cost of living
index number is therefore always associated with a well defined class
or group of people.
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Cost of living index number is some times referred to as ‘consumer
retail price index number'. This index number is of special interest
as it is generally used for fixation of salaries and wages of employees
and industrial workers.,

Most commanly used formula for computation of cost of living index
number is Laspeyre's formula which is given by

T ano

x 100
zPs%

Construction of index number by this method necessaites collection
of information on the quantities (quantities consumed per average family)
of items. But in practice it is difficult to find such average quantities
of consumption in all cases. To overcome this difficulty, the following
formula is used

Pn
b B— x 100 (poqo)
0
Zpoqo
_ I PW
- W -
p
Where P = ?“- x 100
)

W represents weights = Poqo

Example 4

Compute the cost of living index number for the following data :
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Answer
Group Group index Weights PW
P
P=—2— x 100
po
Food ‘ 200 48 9600
Clothes 150 22 3300
Rent 100 12 1200
Fuel 125 10 1250
Miscellaneous 174 8 1400
100 16750
Answer

Cost of living index number

"

™
B
=

n

wh
o
~J
w
o

167.5
14.12 Basic requirements in the construction of index numbers
i)  The purpose and scope of index numbers
Define clearly the purpose of dex numbers, as most of the later

problems like commodities to be included, selection of the base
period etc., will depend upon the .purpose. For instance, if an



i)

iii)

iv)
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index number is being constructed on the cost of living of fishermen,

then food and other items should include such consumer goods
which are important to this class.

The scope of index numbers refers to area to be covered and
time taken in to consideration.

Selection of the commodities to be included

It is practically not possible to include all commodities which
are available in the market, as it involves more time, money and
labour. Therefore, it is necessary to select some important commo-
dities from the available ones. The selection of ccmmodities
should be done with great care so that the index number con-
structed reflects the purpose of its use. It is also necessary that
the commodities included should be easily recognisable.

Sources of collecting required data on price and quantity

Reliability of an index number depends on the accuracy of data
used in its construction. As price of an item varies from place
to place and even from shop to shop, it is necessary to select
representative places and persons from whom the data have to
be obtained. Usually the places where the particular commodity
is purchased or sold in large quantities are chosen. These can
also be obtained from reports published by the Government depart-
ments or from standard trade journals. The Government Departments,
Central Statistical Organisation are the major sources of reliable
data, besides the Indian Merchants Chambers or Chamber of Trade

and Commerce.
Choice of base period

The period which is selected as the base year should be economically
stable. The period chosen should be free from wars, floods, famines
etc. It should not be far away from the current year. [If base
period is far away from the current year, there is a possibility
that the commodity which was very popular during the base year
might have become out of taste in the current year. The base
period chosen may be a single year or it may be an average
of two or three years.
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1413 Uses
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Choice of appropriate weights

The purpose for which the index number is being constructed
is an important consideration in choice of weights. The weights
assigned should reflect the relative importance of different items,
that are included in the construction of index numbers. Usually
the weights chosen for price index numbers are quantities of
base year/current year. Some times the value weights are also
used. i

of index numbers

Index numbers are useful in comparing changes in production,
price, imports, exports etc., to study general economic conditions
and to plan activities such as production of goods, stock of goods

etc.

Ihdex numbers are useful to Government in framing economic
policies on taxation, imports and exports, grant of licences to
new firms, banks etc.

Cost of living index numbers are useful in fixation of salary wages
and grant of allowances to employees and industrial workers.

Ihdex numbers are used as price deflators to measure the real
changes in economic magnitudes keeping prices constant.
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